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System requirements and installation

November 8, 2021

Before you install Citrix SD-WAN Center on a VM, make sure that you must understand the hardware
and software requirements and have met the prerequisites.

Note

The system requirements are common for both single-region network and mutli-region network.

Hardware requirements

Citrix SD-WAN Center has the following hardware requirements.

Processor

+ 4 Core, 3 GHz (or equivalent) processor or better for a server managing up to 64 sites.
8 Core, 3 GHz (or equivalent) processor or better for a server managing up to 128 sites.

+ 16 Core, 3 GHz (or equivalent) processor or better for a server managing up to 256 sites.
+ 32 core, 3 GHz (or equivalent) processor or better for a server managing up to 550 sites.

Memory

+ A minimum of 8GB of RAM is strongly recommended for a VM managing up to 64 sites.

« Aminimum of 16GB of RAM is strongly recommended for a VM managing up to 128 sites.
+ Aminimum of 32GB of RAM is strongly recommended for a VM managing up to 256 sites.
« Aminimum of 32GB of RAM is strongly recommended for a VM managing up to 550 sites.

Disk space requirements

The following table provides some guidelines for determining the disk space requirements for Citrix
SD-WAN Center data storage. Use direct access storage with SSD having 5000 to 10000 IOPS.

Estimated disk space requirement
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Average # In- Average #

Average # WAN tranet/Internet  Virtual Paths per Database Size
# Client Sites Links per Site Services per Site  Site (TB) for 1 Year
32 2 2 2 1.2T
32 4 4 4 1.8T
32 8 8 8 53T
64 2 2 2 1.5T
64 4 4 4 2.6T
64 8 8 8 9.6T
96 2 2 2 1.8T
96 4 4 4 3.3T
96 8 8 8 14.0T
128 2 2 2 2.0T
128 4 4 4 41T
128 8 8 8 18.0T
192 2 2 2 2.6T
192 4 4 4 5.6T
192 8 8 8 27.0T
256 2 2 2 3.0T
256 4 4 4 7.2T
256 8 8 8 35.0T
550 2 2 2 15.9T
550 4 4 4 41.9T
550 8 8 8 195.6T

Network bandwidth

The following table provides some guidelines for determining network bandwidth requirements for
the Citrix SD-WAN Center VM.

Estimated network bandwidth requirements

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 5
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Average # Total VWAN Data

Average # WAN Virtual Paths per 5-min Poll
# Client Sites Links per Site (MB)
32 2 2 1.2
32 4 4 3.6
32 8 8 20.0
64 2 2 2.3
64 4 4 7.2
64 8 8 40.0
96 2 2 3.5
96 4 4 10.8
96 8 8 60.0
128 2 2 4.6
128 4 4 14.4
128 8 8 80.0
192 2 2 6.9
192 4 4 21.6
192 8 8 120.0
256 2 2 9.2
256 4 4 28.8
256 8 8 160
550 2 2 34.0
550 4 4 89.3
550 8 8 415.7
Software

Citrix SD-WAN Center VPX can be configured on the following platforms:

Hypervisor

Bandwidth
Rate to
Configure

per 5-min Poll

(Kbps)

Default 1000
Default 1000
Default 1000
Default 1000
Default 1000
2000
Default 1000
Default 1000
3000
Default 1000
Default 1000
4000
Default 1000
2000

6000
Default 1000
2000

10000

2000

6000

24000
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« VMware ESXi server, version 6.5.
« Citrix XenServer 6.5 or higher.
+ Microsoft Hyper-V 2012 R2 or higher.

Cloud Platform

« Microsoft Azure
« Amazon Web Services

Browsers must have cookies enabled, and JavaScript installed and enabled.

The Citrix SD-WAN Center Web Interface is supported on the following browsers:

+ Google Chrome 40.0+
+ Microsoft Internet Explorer 11+
+ Mozilla Firefox 41.0+

Prerequisites

Following are the prerequisites for installing and deploying Citrix SD-WAN Center:

« The SD-WAN Master Control Node (MCN) and existing client nodes must be upgraded to the
latest Citrix SD-WAN software version.

+ Itis recommended to have a DHCP server available and configured in the SD-WAN network.

+ You must have the Citrix SD-WAN Center installation files.

Note

You cannot customize or install any third party software on Citrix SD-WAN Center. However, you
can modify the vCPU, memory and storage settings.

Download Citrix SD-WAN Center software

Download the Citrix SD-WAN Center Management Console software installation files, for the required
release and platform, from the Downloads page.

The Citrix SD-WAN Center installation files use the following naming convention:
ctx-sdwc-version_number-platform.extension
« version_number is the Citrix SD-WAN Center release version number.

« platform is the platform type, hypervisor, or cloud platform name.
« extension is the installation file extension.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 7
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Platform File extension
Citrix XenServer .Xva

VMware ESXi -vmware.ova
Microsoft Hyper-V -hyperv.vhd.zip
Microsoft Azure -azure.vhd.zip

Gather the Citrix SD-WAN Center installation and configuration information

This section provides a checklist of the information you will need to complete your Citrix SD-WAN
Center installation and deployment.

Gather or determine the following information:

« The IP address of the ESXi server, XenServer, Hyper-V server, or Azure that hosts the Citrix SD-
WAN Center Virtual Machine (VM).

+ Aunique name to assign to the Citrix SD-WAN Center VM.

« The amount of memory to allocate for the Citrix SD-WAN Center VM.

« The amount of disk capacity to allocate for the virtual disk for the VM.

+ The Gateway IP Address the Citrix SD-WAN Center will use to communicate with external net-

works.
« The subnet mask for the network in which the Citrix SD-WAN Center VM will be installed.

Install and configure Citrix SD-WAN Center on ESXi Server

May 5, 2021

Install the VMware VSphere client

Following are the basic instructions for downloading and installing the VMware vSphere client that
you will use to create and deploy the Citrix SD-WAN Center Virtual Machine. For more information,
see VMware vSphere Client documentation.

To download and install the VMware vSphere Client, do the following:

1. Open a browser and navigate to the ESXi server that hosts your vSphere Client and Citrix SD-
WAN Center Virtual Machine (VM) instance.

The VMware ESXi Welcome page appears.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 8
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N

. Click the Download vSphere Client link to download the vSphere Client installation file.
Install the vSphere Client.

RunthevSphere Clientinstallerfile that you downloaded, and accept each of the default options
when prompted.

After the installation completes, start the vSphere Client program.

The VMware vSphere Client login page appears, prompting you for the ESXi server login creden-
tials.

Enter the ESXi server login credentials:

+ IP address [ Name: Enter the IP Address or Fully Qualified Domain Name (FQDN) for the
ESXi server that hosts your Citrix SD-WAN Center VM instance.

« User name: Enter the server administrator account name. The default is root.

+ Password: Enter the password associated with this administrator account.

. Click Login.

The vSphere Client main page appears.

7] 10.199.81.141 - vSphere Client
File Edit View Inventory Administration Plug-ins Help

kd &4 £) Home

Inventory

P

Inventory

Administration

4 H

Roles System Logs
Recent Tasks Name, Target or Status contains: ~
Name Target Status Details Initiated by | Requested Start..s | Start Time
4 {1}
¥ Tasks

Creating the Citrix SD-WAN Center VM using OVF template

After installing the VMware VSphere client, create the Citrix SD-WAN Center virtual machine.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 9
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1. If you have not already done so, download the Citrix SD-WAN Center OVF template file (. ova
file) to the local PC.

For more information, see System requirements and installation.

2. In the vSphere Client, click File, and then select Deploy OVF Template from the drop-down
menu.

The Deploy OVF Template wizard appears.

Depioy from a fie or URL

J ~] _srowse. |
Enter a URL to download and instal the OVF package from the Internet, or specify a location accessible from your
computer, such as a local hard drive, a network share, or a CD/DVD drive.

< Back HTI Cancel I

a

3. Click Browse and select the Citrix SD-WAN Center OVF template (.ova file) that you want to in-
stall.

4. Click Next.
The ova file isimported and the OVF Template Details page appears.
5. Click Next.
6. Onthe End User License Agreement page, click Accept, and then click Next.

7. On the Name and Location page, enter a unique name for the new VM (or accept the default
value).

The name must be unique within the current Inventory folder, and can be up to 80 characters
in length.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 10
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8. Click Next.

The Storage page appears.

Disk Format
Network Mapping
Ready to Complete

Select a destination storane for the virtual machine fies:

Name | DriveType |  Capadty | Provisioned
acs_datastorel Non-SSD  931.00 GB 871.74GB

Free Type  Thin Provision.. Access

| Hardware Acceleration |

59.79G VMFS5  Supported Single hast

@ datastorel Non-55D 460.75 GB 212.72GB
@ datastore2 Non-5SD 465.50 GB 290.76 GB

25226 VMFS5 Supported  Single host
179.72 VMFS5 Supported  Single host

| Drive Ty..| Capacity | Provisioned| Free | Type | Thin Provisioning | Access

9. For now, accept the default storage resource by clicking Next. You can also configure the data-
store. For more information see Add and configure the Datastore on ESXi server.

© 1999-2024 Cloud Software Group, Inc. All rights reserved.
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Disk Format
In which format do you want to store the virtual disks?

Datastore: [acs_datastorer
<! Avaiable space (GB): 59.8

& Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
" Thin Provision

10. Onthe Disk Format page, accept the default settings, and click Next.
11. Onthe Network Mapping page, accept the default (VM Network) and click Next.

12. Onthe Ready to Complete page, click Finish to create the VM.

Note:

Decompressing the disk image onto the server can take several minutes.

13. Click Close.

View and record the management IP address on ESXi server

The management IP address is the IP address of the SD-WAN Center VM, use this IP address to log into
the Citrix SD-WAN Center Web UL.

To display the management IP address, do the following:

1. OnthevSphere client Inventory page, select the new Citrix SD-WAN Center VM in the Inventory
tree (left pane).

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 12
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Eile Edit ‘iew Inventary Administration Plug-ins Help

@ €y Home b gF] Inventory b [l Inventory
PGB GDR 2RSSR
= 5-192‘45-31 Citrix SD-WAN Center1
Citrix NetScaler SO-WARN WP
G Citix SD-WAN Center Getting Started Qa0 o E
ﬂj Citrix SD-WAN Center _9_1_100 close tab
G Citrx SD-WEAN Certer_nsw What is a Virtual Machine?
3
{3 Citri Virtual WAN Center 9.0 RTM Avirtual machine is a software computer that, like a Virtual Machines
. . v,
(1 CTABLRSWINZKEDEVOL physical computer, runs an operating system and aonlay \\
(s 15 Divya_Scalahilty_45.37 applications. An operating system installed on a virtual g 4 _
machine is called 3 guest operating system & J )
Because every virtual maching is an isolated computing N -4

environment, you can use virtual machines as deskiop or B
warkstation environments, as testing environments, or ta
consolidate server applications

irtual machines run on hosts. The same host can run
many virual machines

Basic Tasks
[ Pewer on the virtual machine

& Edit virtual machine settings

2. On the Citrix SD-WAN Center page, under Basic Tasks, click Power on the Virtual Machine.
3. Select the Console tab, and then click anywhere inside the console area to enter console mode.
This turns control of your mouse cursor over to the VM console.
Note

To release console control of your cursor, press the <Ctrl> and <Alt> keys simultaneously.

4. Press Enter to display the console login prompt.

Eile Edit View Inventory Administration Plug-ins Help

€] €y Home b g8 Inventory b Bl Invertory
T o s A B O
= [ 101024531 SD-WAN Center1

(s Citrix WetScalsr SD-W/AR YPK

{1 Citrix SD-WAN Center

(T Citrix SD-AWAN Center_9_1_100
(1 Citrix SD-WAM Center_new

(3 itrix SD-WAN Centerl

(T Citrix Virtual WAN Center 9.0 RTM
(1 CTHBLRSWINZKEDEVD!

(T3 L5_Divya_Scalabilty_45.37

Summary

5. Loginto the VM console.

The default login credentials for the new Citrix SD-WAN Center VM are as follows:

+ Login: admin

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 13
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« Password: password

| File Edit View Inventory Administration Plug-ins Help

& | J Y Home b g Inventory P Inventory
BN p B G B2 e @
|2 @ 10.199.81.141 Citrix Virtual WAN Center 02
& ACSS-01 Getting Star
B CBVPX Virtual WAN Edition - ==

B cbvwcdm-84
B Citrix Virtual WAN Center

{0 Citrix Virtual WAN Center 02

(B CloudBridge Virtual WAN Center
(51 Data ONTAP Edge

B dhcpserver-81.170

Ll ExtraHop Virtual Appliance

& GL OnTap Edge

B TBA_01

1 TBA_0414

Recent Tasks Name. Target or Status contains: ~ | X
[ Name Target Status Details | Initiated by = Requested Start Time Start Time Completed Time
&1 Tasks root

6. Record the Citrix SD-WAN Center VM’s management IP address, which is shown as the Host IP
address in a welcome message that appears when you log on.

File Edit View Inventory Administration Plug-ins Help

€] & Home b g5 Irventory b Rl Inventory
N 8GRI R D8
=8 g‘mzﬂa.sl Citrixt SD-WAN Centerl
Crix NetScaler SD-WAN VPX
[ Citrix SD-W AN Center : ~ Permissions

{3 Citrix SD-WAN Center_9_1_100
(G Citrix SD-WAN Center_Tien

(3 | Citrix SD-tiAM Centerl

(3 Citrix Virtual WAN Center 9.0 RTH
(G CTXBLRSWINZKEDEVD!

(3 L5_Divya_Scalabiity_45.37

Note

The DHCP server must be present and available in the SD-WAN network, or this step cannot be
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completed.

If th

e DHCP server is not configured in the SD-WAN network, you have to manually enter a static IP

address.

To configure a static IP address as the management IP address:

1.

2.

When the VM is started, click the Console tab.

Log into the VM. The default login credentials for the new Citrix SD-WAN Center VM are as fol-
lows:

Login: admin
Password: password
In the console enter the CLI command management_ip.

. Enter the command set interface <ipaddress> <subnetmask> <gateway>, to configure man-
agement IP.

Add and Configure the Datastore on an ESXi server

You can add and configure datastore to store statistics from Citrix SD-WAN Center.

To add and configure the datastore:

1

2.

. Inthe vSphere client, click the Inventory icon to open the Inventory page.
Expand the Inventory tree branch for the Citrix SD-WAN Center VM host server.

In the left pane, click + next to the IP Address for the server hosting the Citrix SD-WAN Center VM
you created.

Open the new Citrix SD-WAN Center VM for editing.

In the Inventory tree, right-click on the name of the Citrix SD-WAN Center VM you created and
select Edit Setting from the drop-down menu.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 15
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| Hardware | options | Resources |
I Show Al Devices Add...
Hardware | Summary
= Memory 409 MB
M crPus 4
Video card Video card
& VMCI device Restricted
@© SCsSI controller 0 LSI Logic SAS
& Hard disk 1 Virtual Disk
& co/ovD drive 1 Client Device
B Network adapter 1 VM Network

Memory Configuration

1011GB e

512 GB

256 GB H

128 GB

64 GB e

32GBH

16 GB H

BGBH

Virtual Machine Version: vmx-09

Maximum recommended for
- this

guest 0S: 1011 GB.

Maximum recommended for
' pest performance: 65504 MB.

Default recommended for this
< guest 0S: 1 GB.

Minimum recommended for
this

Memory Size:

guest OS: 256 MB.

_ e |

0K [ Cancel

|
__

—

6. In the Memory Size field, enter the amount of memory to allocate for to this VM.

For more information, see Memory Requirements.

7. Click Add.

8. On the Device Type page of the Add Hardware wizard, select Hard Disk and then click Next.

© 1999-2024 Cloud Software Group, Inc. All rights reserved.
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M% A virtual disk is composed of one or more fies on the host fie system. Together these files appear as a single hard disk
csalecta to the guest operating system.
reate a Disk
Advanced Options Select the type of disk to use.
Ready to Complete Disk

* Create a new virtual disk

" Use an existing virtual disk.
Reuse a previously configured virtual disk.

€ Raw Device Mappings

Give your virtual machine direct access to SAN. This

option allows you to use existing SAN commands to

manage the storage and continue to access it using a

ML, < Back || Net> |  Cancel

9. Onthe Select a Disk page, select Create a new virtual disk and click Next.

Create a Disk I

Specify the virtual disk size and provisioning policy

Device Type Capacity
sans,  ow [l fes]

Advanced Options E
Ready to Compiete Disk Provisioning

& Thick Provision Lazy Zeroed
 Thick Provision Eager Zeroed
 Thin Provision

.I.DG‘Ibn
@ Store with the virtual machine
" Specfy a datastore or datastore cluster:

wL’ < Back || Next > | Cancel

10. On the Create a Disk page, in the Capacity section, select the disk capacity for the new virtual

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 17
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disk.

11. In the Disk Provisioning section, select Thick Provision Lazy Zeroed (the default).

12. Inthe Location section, select Specify a datastore or datastore cluster.

13. Click Browse.

@ Select a datastore or datastore cluster - @M
Select a datastore or datastore cluster:
Name Drive Ty... Capacity | Provisio... Free | Type Thin Provision.,

@ acs_datasto... Non-SSD  931.00GB 884.11.. 47.42G VMFS5  Supported
@ datastore2 Non-SSD 465.50 GB 290.76... 179.72 VMFS5  Supported
B datastorel Non-SSD  460.75GB 212.72... 252.26 VMFS5 Supported

I Disable Storage DRS for this virtual machine

Name Drive Ty..| Capacity | Provisioned Free | Type Thin Provisioning

14. Select a datastore with sufficient available space, and click OK.

15. Click Next.

16. On the Advanced Options page, accept the Advanced Options default settings and click Next.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 18
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i Device Tvne 5
ek 0 Options;
i Hartheare type: Hard Dk
Adsanced Doipes Creabe dek: Mew virhual ciskc
Rzl Do Comglele sk capacty: 1668 “
Cesk provsoning:  Thick Provison Lary Zeroed
Diatasiione a05_dalastonel
\rtual Device Mode: SCSI (01
sk mode Persisient l
Helg < Back | Fren I Cancel

17. Click Finish.

This adds the new virtual disk, dismisses the Add Hardware wizard, and returns you to the Vir-
tual Machine Properties page.

18. Click OK.
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Hardware | options | Resources |

I Show Al Devices

| Add... |

Remove [

%

Memory

CPUs

Video card

VMCI device

SCSI controller 0

Hard disk 1

CD/DVD drive 1
Network adapter 1

New Hard Disk (add...

(@PCcoCONO M

| Summary

4096 MB

4

Video card
Restricted
LSI Logic SAS
Virtual Disk
Client Device
VM Network
Virtual Disk

Virtual Machine Version: vmx-09
Disk Fiie
[racs_datastore1]

Thick Provision Lazy Z...
Provisioned Size: 163' GB ~ [
Maximum Sie (GB): N/A
Virtual Device Node

[scst (0:1)

:J |

Made

™ Independen
Independent disks are not affected by
C -

Chaﬁges are immediately and

C Nohnerckts
Changes to this disk are discarded when

0K Cancel ‘

A

Install and configure Citrix SD-WAN Center on XenServer

May 5, 2021

Before installing the Citrix SD-WAN Center virtual machine on a XenServer server, gather the neces-
sary information as described in Gathering the Citrix SD-WAN Center Installation and Configuration

Information.

© 1999-2024 Cloud Software Group, Inc. All rights reserved.
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Install the XenServer server

To install the Citrix XenServer server on which you will deploy the Citrix SD-WAN Center virtual ma-
chine, you must have XenCenter installed on your computer. If you have not already done so, down-
load and install XenCenter.

To install a XenServer server:

1. Open the XenCenter application on your computer.

2. Inthe left tree pane, right-click on XenCenter and select Add.

Lj EE‘; Add...

E]'ﬂ_ MNew Pool...
Connect All
Disconnect All
Expand All

3. Inthe Add New Server window, enter the required information in the following fields:

« Server: Enter the IP Address or Fully Qualified Domain Name (FQDN) of the XenServer
server that will host your Citrix SD-WAN Center VM instance.

+ User name: Enter the server administrator account name. The default is root.

« Password: Enter the password associated with this administrator account.

Enter the host name or IP address of the server you want to add |
and your user login credentials for that server.

Server: 110.102.29.2 v|

User login credentials

User name: ‘mot ‘

Password: |eesssss ‘

4. Click Add.

The new server’s IP address appears in the left pane.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 21



Citrix SD-WAN Center 11.3

Create the Citrix SD-WAN Center VM using the XVA file

The Citrix SD-WAN Center virtual machine software is distributed as an XVAfile. If you have not already
done so, download the .xva file. For more information, see System requirements and installation.

To create the Citrix SD-WAN Center VM:

1. In XenCenter, right-click XenServer and click Import.

= 1.t XenCenter Genesal |}
= E'E . B NewVM..
@ C 3 NewSR..
FH C ‘ B Import...
% m Add to Pool N
i3 ™M Enter Maintenance Mode...
(E& M
Ig M @ Reboot
@ N @ Shut Down
Ila N Restart Toolstack
i@ N |
¢ @ N Disconnect
@ N Reconnect As...
"_3_ S CH  Properties
gl ClForoormovery

2. Browse to the downloaded .xva file, select it, and click Next.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 22
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0 Import _ x
ﬁ Locate the file you want to import e
Enter the pathname of an exported VM or template, an OVF/OVA package or a virtual hard disk image file or
) click Browse to find the file you want.
Location
Storage
Filename: Browse...
Netwerking
Finish
y .
CiTRIX
Cancel

3. Selecta previously created XenServer server as the location to which to import the VM, and click

Next.
€ Import XVA - X
[Q Select the location where the imported VM will be placed a
Import Source Click on a server to nominate it as the home server for the imported VM or for any new VMs to be based on
the imported template. The home server will be used by default to start up the VM and to provide resources
OE SERNES such as local storage.
Storage
Click on a pool if you do not want to nominate a home server: the most suitable available server will be
MNetworking used.
Finish
Y crsener 52|
T . Add New Sel
CiTRIX R Add New Servr
< Previous Next > Cancel

4. Selectastorage repository where the virtual disk for the new VM will be stored, and click Import.

For now, you can accept the default storage resource. Or you can configure the datastore. For

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 23
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more information see Add and configure the Datastore on XenServer section.

€3 Import XvA - X

@ Select target storage o

Import Source Select a storage repository where virtual disks for the new VM will be stored

Home Server Q Local storage on xenserver-29.2 758.09 GB free of 909.01 GB

Networking
Finish

< Previous Import > Cancel

The imported Citrix SD-WAN Center VM appears in the left pane.

5. Select a network to which to connect the VM, and click Next.

€3 Import XVA - X

[ﬂ Select network to connect VM o

Import Source The default virtual network interfaces for the template you have selected are listed below. You can add,
modify or delete virtual network interfaces, if required.

Home Server

Storage When you have finished, click "Next" to continue to the next page.

Virtual network interfaces installed on the new virtual machines:

Finish Name ~ MAC Address Network

interface 0 62:c0:d5:e6:19:3b Network 0 B
H . Add Delete
ciTRIX
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6. Click Finish.

View and record the management IP address on XenServer

The management IP address is the IP address of the Citrix SD-WAN Center VM, use this IP address to

log into the Citrix SD-WAN Center Web UL.

Note

The DHCP server must be present and available in the SD-WAN network.

To display the management IP Address:

1. In the XenCenter interface, in the left pane, right-click the new Citrix SD-WAN Center VM and

select Start.

structun

cts

nization F

Start VM (Ctrl+B) |
Move VT

Cop

Export...
Take a Snapshot...
Convert to Template...

Assign to vApp
Delete VM...

Properties

2. When the VM is started, click the Console tab.

I3 SD-WANCenter on 'xenserver-29.2'

General Memory Storage Metworking Console  Performance Snapshots  Search

DVD Drive 1: [[RgEnTa
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3. Make a note of the management IP address.
Note

The DHCP server must be present and available in the SD-WAN network, or this step cannot

be completed.

4. Log into the VM. The default login credentials for the new Citrix SD-WAN Center VM are as fol-

lows:
Login: admin
Password: password

If the DHCP server is not configured in the Citrix SD-WAN network, you have to manually enter
a static IP address.

To configure a static IP address as the management IP address:

1. When the VM is started, click the Console tab.

2. Log into the VM. The default login credentials for the new Citrix SD-WAN Center VM are as fol-

lows:

Login: admin
, Password: password

3. Inthe console enter the CLI command management_ip.

4. Enter the command set interface <ipaddress> <subnetmask> <gateway>, to configure man-

agement IP.

Add and configuring data storage for a XenServer server

You can add and configure data storage to store statistics from Citrix SD-WAN center.
To add and configure the data storage:
1. In XenCenter, shut down the Citrix SD-WAN Center VM.

2. On the Storage tab, click Add.
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o

Enter a name, description and size for your virtual disk. The size of your disk and the home server setting
of any VM the disk belongs to will affect which storage locations are available.

Name:  [SD-WAN Center |
Description:

Size: 10.000=-| | GB

Location: @ Local storage on xenserver-29.2 704.22 GE free of 909.01 GB

3. Inthe Name field, enter a name for the virtual disk.

4. In the Description field enter a description of the virtual disk.
5. Inthe Size field select the size required.

6. In the Location field select the local storage.

7. Click Add.

Install and configure Citrix SD-WAN Center on Microsoft Hyper-V

May 5, 2021

Before installing the Citrix SD-WAN Center virtual machine (VM) on the Microsoft Hyper-V server, gather
the necessary information as described in System requirements and installation.

Download the SD-WAN Center software for Hyper-V, as described in Downloading the Citrix SD-WAN
Center Software section of System requirements and installation.

Ensure that the Hyper-V feature and management tool are enabled on your Windows server.

To create the SD-WAN Center VM on Hyper-V server:
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1. On the Hyper-V Manager, right-click the Hyper-V server and select New > Virtual Machine.
& HyperVManager

File Action View Help

e 2w

33 Hyper-V Manager
3 WIN-8| i
New > | v[;@.m Machine... I -
| Virtual Machi TRinee State CPU Usage Assigned Memory
mport Virtual ine... ri rs-... Running 0% 409 MB
Hyper-V Settings... Floppy Disk... OF
Virtual Switch Manager... Running 0% 409 MB
Virtual SAN Manager... 0.0.1.27 Running 0% 8192 MB
. N WO VPX - Hyper-V-old Off
Edit Disk... WO VPX - v off
Inspect Disk... Off
Stop Service lhine-142 off
Remove Server FWAN SE VPXMCN_207 Running 0% 4096 MB
FWAN SE VPX_10.0.1.27_MCN Off
Refresh
FWAN SE VPX_10.0.1.27_Branch Off
View * )WAN SEVPX9.35 Running 0% 4096 MB
Help ]
Checkpoints
The selected vitual machine has no checkpoints.

The New Virtual Machine Wizard appears. Click Next.

2. Specify a name for your SD-WAN center VM and change the VM storage location, if neces-
sary. Click Next.

Specify Name and Location

Choose a name and location for this virtual machine.

cify Name and Location The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easily
identify this virtual machine, such as the name of the guest operating system or workload.

Name: iSDWC_mD ‘

You can create a folder or use an existing folder to store the virtual machine. If you don't select a
folder, the virtual machine is stored in the default folder configured for this server.

[] Store the virtual machine in a different location

Location: [C:\ProgramDaIaMcrosoﬂ\thows\Hyper-V\ ” Browse...

& If you plan to take chedqoints of this virtual machine, select a location that has enough free
space. Chedqaints indude virtual machine data and may require a large amount of space.
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3. Choose the required, VM generation. Click Next.
4. Assign a memory of 8 GB for the VM. Click Next.
Note

The Citrix SD-WAN Center VM requires a minimum of 8 GB memory to manage up to 64
sites. For more information on memory to the number of sites mapping, see System re-
quirements and installation.

ﬂ Assign Memory

Before You Begin Spedfy the amount of memory to allocate to this virtual machine. You can spedify an amount from 32

] MB through 93542 MB. To improve performance, spedfy more than the minimum amount recommended
Specify Name and Location for the operating system. !

Spedify Generalion Startup memory: MB

Assign Memory
[] Use Dynamic Memory for this virtual machine.

@ when you decide how much memory to assign to a virtual machine, consider how you intend to
use the virtual machine and the operating system that it will run.

5. Choose the Virtual switch to be used by the VM’s network adapter, Click Next.

6. Select Use an existing virtual hard disk, browse, and select the SD-WAN Center VHD file that
you downloaded. Click Next.
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ﬂ Connect Virtual Hard Disk

Before You Begin

Specify Name and Location
Specify Generation

Assign Memary

Configure Networking

Connect Virtual Hard Disk

A virtual machine requires storage so that you can install an operating system. You can spedify the

storage now or configure it later by modifying the virtual machine’s properties.

) Create a virtual hard disk
Use this option to create a VHDX dynamically expanding virtual hard disk.

Name |SDWC_temp. vhdx

Location: |C:\Users\“ublic\Docunentsvaer-Vmea\ Hard Disks,

Size: | 127| GB (Maximum: 64 TE)

(®) Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, either YHD or VHDX format.

Location: "whd‘ s-sdwc-10.0.2. 22-hyperv.vhd\nmsv

O Attach a virtual hard disk later
Use this option to skip this step now and attach an existing virtual hard disk later.

| <previous | | Nextly | [ Fnsh

[ conl |

7. Review the VM summary and change the settings if necessary, else click Finish. The SD-WAN
Center VM is created and is listed in the Virtual Machines section.

8. Right-click the SD-WAN Center VM and select Settings. Set the number of virtual processors to

four and click Apply.
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[sowC_temp v 4 » |G
2 Hardware ~ a Processor
% Add Hardware
& BIOS You can modify the number of virtual processors based on the number of processors on
= Boot from €D the physical computer. You can also modify other resource control settings.
[ Memory Number of virtual processors: | |2_
8192 MB
® 3} processor Resource control
2 Virtual processors You can use resource controls to balance resources among virtual machines.
S I IDE Controler 0 Virtual machine reserve (percentage): E’
® @ Hard Drive E—
nmsv1_hyperv_dynamic.vhd Percent of total system resources: 0
= B IDE Controller 1
{, DVD Drive Virtual machine limit (percentage):
- Percent of total system resources: | 5:

& 5CSI Controller
#® [ Network Adapter
Mgt Network
T coM1
None
F com2
None
| ) Diskette Drive
None
A Management
|| Name
SDWC_temp
ﬁ Integration Services
Some services offered
%3 Checkpoint File Location
C:\ProgramDataMicrosoft\Win...
23 smart Paging File Location
C:\ProgramData'\Microsoft\Win...
I Automatic Start Action
Restart if previously running

Relative weight:

9. Right-click the SD-WAN Center VM and click Connect.

Virtual Machines
Name v State CPU Usage Assigned Memory  Uptime Status |»]
i Windows7 Fh.nrmg 0% 4096 MB 12.18:44:13

wmplhjdud

= sdwan_prakhar [ Connect... 4096 MB 5.00:02:38

5 SDWAN_center_10.0.1.27 | settings... meg 1 ':. 8192 MB 6.23:3551

& NetScaler SD-WAN WO VPX - Hyp = off )

3 NetScaler SOWANWO VPX-Hy 0 Off

S Debian_2-141 Checkpoaint off

5 Debain_vitual machine-142 Move... off

3 Carix NetScaler SD-WAN SE VPXN Bxport Running 0% 4096 MB 40031:13

3 Citrix NetScaler SD-WAN SE VPX | . : off —

3 Ctrix NetScaler SD-WAN SE VPX_ ename... off .

= Delete... = —

<| >
Enable Replication...

Checkpoints s ' @

The selected vitual machine has no checkpoints.

10. Click the Start button.
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iy SDWC_temp on WIN-8P89DCGCOOV - Virtual Machine Connection |;|£-

File Action Media View Help

(5

The virtual machine ‘SDWC_temp’ is turned off

To start the virtual machine, select 'Start' from the Action menu

Status: Off

Note

The initial installation may take up to 50 min, depending on the number of CPUs and RAM
that you have configured.

11. Oncethe VM is started, selected Citrix SD-WAN Center and hit enter.
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™
File
@3

12. Loginto the VM. The default login credentials for the new SD-WAN Center VM are as follows:

SDWC_temp on WIN-8P89DCGCOOV - Virtual Machine Connection bli-

Action Media Clipboard View Help

D@0 I b|lks

GNU GRUB wversion 0.97 (639K lower / 406Z2144K upper memory)

Citrix SD-WAN Center

Use the T and | keys to select which entry is highlighted.
enter to boot the selected 0S, "e’ to edit the
ds before booting, or ‘¢’ for a command-line.

The highlighted entry will be booted automatically in 1 seconds.

Status: Running Start succeeded Ei

Login: admin

Password: password
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3t sdwc_temp2 on WIN-8P89DCGCOOV - Virtual Machine Connection | = | = -

I File Action Media Clipboard View Help
S 0O@OO u kb

/| SD-WANCenter ttyl
10.106.78. 147

SD-HWANCenter login:

Status: Running = iﬂ* 0

The management IP address is displayed in the console use this IP to access the SD-WAN Center
web interface.

Note

If DHCP is not configured in the SD-WAN network, you have to enter a static IP address

manually.

To configure a static IP address as the management IP address:

1. Loginto the VM. The default login credentials for the new SD-WAN Center VM are as follows:
Login: admin
Password: password

2. Inthe console, enter the CLI command management_ip.

3. Enter the command set interface <ipaddress> <subnetmask> <gateway>, to configure the
management IP.

Use the management IP to access the Citrix SD-WAN Center web interface.
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Citrix SD-WAN Center on Azure Marketplace using solution template

May 5, 2021

Citrix SD-WAN Center is now available in the Azure Marketplace. You can deploy Citrix SD-WAN Center
as a Virtual Machine (VM) in Azure Cloud using solution template.

Before installing the Citrix SD-WAN Center virtual machine (VM) on the Microsoft Azure, gather the
necessary information as described in System requirements and installation.

Ensure that you have access to Microsoft Azure.

To deploy Citrix SD-WAN Center VPX on Microsoft Azure:

1. In Microsoft Azure, navigate to Home > Marketplace. Search and select the Citrix SD-WAN

Center.

2. Click Create on the Citrix SD-WAN Center page. The Create Citrix SD-WAN Center page ap-

pears.
3. Inthe Basics section, select the subscription type, resource group, and location. Click OK.

Create Citrix SD-WAN Center ... > Basics
All services

* FAVORITES Basics
1 2 NSDev SOWAN CA thavamanirajan@citroc.. v

Configure basic settings
#= Dashboard

o

£ All resources New) newSDWC v
“# Resource groups 2 Create e

& App Services —
¥ Function Apps 3
-

% SOL databases

EastUS 2 w

4% Azure Cosmos DB

) virtual machines 4

@ Load balancers

BN Storage accounts 5
Virtual networks

& Azure Active Directory

. Monitor

. Advisor
W Security Center
D) Cost Management + Billing

. Help + support

=
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NOTE:

A resource group is a container that holds related resources for an Azure solution. The
resource group can include all the resources for the solution, or only those resources that
you want to manage as a group. You can decide how you want to allocate resources to

resource groups based on your deployment.

4. Inthe General Settings section, enter the name and credentials that provide admin level access
or privileges for the Citrix SD-WAN Center virtual machine.

Credentials that are provided in this step 4, would also be used to set the password for Admin
user login account (default admin account password can be modified with this password cre-
dential). Click OK.

Create a resource Create Citrix SD-WAN Center... X General Settings 0
All services
0
*  FAVORITES 1 Basics
sdwovm
Done
| Dashboard
® Uoar nones @
i Al resources dminuser123
2 General Settings b e |
# Resource groups Configure Virtual Machine setti * Password @
& App Services e ]
¥ Function Apps 3 * Confirm password
= SQL databases R |
& Azure Cosmos DB * Virtual machine size @
4 >
& virtual machines 1x Standard D3 v2

& Load balancers
BB Storage accounts 5
Virtual networks

& Azure Active Directory

€ Monitor

@ Advisor
W Security Center
) Cost Management + Billing

Help + support

—

NOTE:

Currently there are two sizes instance types are available —-Standard_D3_v2 and Stan-
dard_F16. D3_v2 instance can be used to monitor network that has up to 64 sites. The
F16 instance is useful to monitor network that has up to 128 sites. You can also search and

choose an available virtual machine size.
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Choose a size

Search Compute type D
I | Current generation A
RECOMM... KU TYPE COMPUT vePUS GB RAM DATA DI...
Available
* D3wv2 Standard General uur% 4 14 16
* 16 Standard Compute optit 16 32 B4

sk type vCPUs

All disk types v 1 Oee— ) | 128
MAX 10PS. LOCAL 58 PREMIV ADDITIO... ZONES USD/MO.
16x500 200 GB No 123 $136.15
64x500 256 GB No 123 $47393

. Inthe Advanced settings section, configure the Network and Storage account setting for the
Citrix SD-WAN Center VPX based on the number of sites to be monitored.

Create a resource
All services
%  FAVORITES
| Dashboard
i All resources
Sy — 2 o
& App Services

Advanced Settings

¥ Function Apps

= SOL detebases Configure the Network and Sto.

&' Azure Cosmos DB

) Virtual machines

@ Load balancers

= Storage accounts
Virtual networks

& Azure Active Directory

€ Monitor

@ Advisor

® Security Center

D) Cost Management + Billing

Help + support

Create Citrix SD-WAN Center ...

Advanced Settings

Network Settings

vnet01

Review subnet configuration

N Storage Account Settings

rage account

(new) vpxstorageaccount440016

=

Select virtual network from the available list or you can create a new virtual network by giving

a Name and Address Space.
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Advanced Settings > Choose virtual network > Create virtual network 0 X
Network Settings * Name
These are the virtual networks in I
* Virtual network N the selected subscription and B |
(new) vnet location ‘East US 2.
* Address space
Subinat o> [ 101200116 |
Configure subnets Create new 10.12.0.0 - 10.12.255.255 (65536 addresses)
Storage Account Settings -3 ARM Deploy_Staging-vnet
ARM _Deploy_Staging
* Storage account >
(new) vpxstorageaccount440016 G myVNET
SDW(Cresgrp
L.y vnet01
< ) testssdwerg
L.y vnet0l
< > SDWCResourceDroup
Loy Vnet0l
< > SDWCresgrp
L.y vnet0l
N SDWANcenterRG

Select Subnet from the drop-down list. Create a Storage Account and click OK.

6. The configuration that you provided in previous steps is validated and applied. If you have con-
figured correctly, the validation passed message appears. Click OK.
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All resources

Resource groups 2 L);"e
& App Services
¥ Function Apps 3

= SQL databases

Done

&5 Azure Cosmos DB
Summary
8 virtual machines 4 Citrix SD-WAN Center 102 (Sta
& Load balancers
= Storage accounts 5
Virtual networks
@ Azure Active Directory
© Monitor
& Advisor
W Security Center
‘ost Management « Billing

Help + support

Create Citrix SD-WAN Center ...

Summary

0 Validation passed

&

Basics

Subscription NSDev SDWAN CA thavamani rajan@citrix com
Resource group newSDWC

Location EastUS 2

General Settings

Name of the SOWAN Center Vi... sdwovm

User name adminuser123
Password =00 eessssssssss

Virtual machine size Standard D3 w2

Advanced Settings

Virtual network wnetll
Subnet managementsubnet 1011
Subnet address prefix 10.13.00/24

Storage account vpwstorageaccountdd0016

 Se—

7. After successful deployment, Create page appears. Read the Terms of use and Privacy policy

carefully and click Create.

Create a resource

All services
FAVORITES 1
Done
Dashboard
All resources
“# Resource groups 2 Done

&8 App Services
¥ Function Apps
= 50 databases
4 Azure Cosmos DB

8 virtual machines

Center 10.2 (Sta

4 Load balancers

BB Storage accounts
Virtual networks

& Azure Active Directory

. Monitor

@ Advisor
W Security Center
D) Cost Management + Billing

Help + s ot

Create Citrix SD-WAN Center ...

=

Create

Citrix SD-WAN Center 10.2 (Staged)
by Citrix

Terms of use | privacy policy

Deploying this template will result in various actions being performed, which may include the
deployment of one of mare Azure resources or Mark e offerings and/or transmission of the
nformation you provided as part of the deployment process to one or mare parties, as specified in
the tempiate. You are refponsibie for reviewing the text of the template to determine which actions
will be performed and which resources or offerings will be deployed, and for locating and reviewing
the pricing and legal terms associsted with those resources or olferings.

Current retail prices for Azure resources are set forth here and may not reflect discounts applicable
o your Azure subscription

Prices for Marketplace offerings are set f re, and the legal terms associated with any
Marketplace offering may be found in the Azure portal, both are subject to change at any time prior
to deployment.

Neither subscription credits nor monetary commitment funds may be used to p
Microsoft offerings These pu
Marketplace offering (e.g
and not by any third party

ase non
hases are billed separately. If any Microsoft products are included in &
dows Server or SOL Server), such products are licensed by Microsoft

Template s i for users only. if you are uncertain which actions wi
be performed by this template, which resources or offerings will be deployed, or what prices or legal
terms pertain to those resources or offerings, do not deploy this template.

Terms of use

By clicking "Create”, | (a) agree to the legal terms and privacy statement(s) provided above as well as
the legal terms and privacy statement(s) assocuted with each Marketplace offering that will be
deployed using this template, if any; (b) authorize Microsoft to charge or bill my cument payment
method for the fees associated with my use of the offering(s]. including applicable taxes, with the
same billing frequency as my Azure subscription, until | discontinue use of the offering(s); (c) agree
that Microsoft may share my contact information and transaction details with any third-party sellers
of the offeringis): and (d) give ft p to share my contact information so that the
provider of the template can contact me regarding this product and related products. Microsoft

e arw actinne I thieel ancl dioss ot necwide

Wait for the VM provisioning to get complete and then login with the IP that is been assigned to that

VM (by checking the networking section and use the admin credentials (that was set in step 4) and
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follow the general SD-WAN Center deployment guidelines.

Add data disk
This section describes how to attach a new managed data disk to a Virtual Machine (VM) by using the
Azure portal. The VM size determines how many data disks you can attach.

In the Azure portal, from the menu on the left, select Virtual machines and select a virtual machine
from the list.

Perform the following actions to add additional data disk in Azure SD-WAN Center:
1. Shutdown the VM.

2. From the VM dashboard, select Disks under Settings section.

«» sdwcvm - Disks =
S verual machine
Search (Ctrfa/ “H X Discard [
B Overview
) Managed cisks created since June 10, 2017 are encrypted #t rest with Storage Service Encryption (S5E). You may also want to enable Azure Disk Encryption. =
E Activity log
u Access control (LAM) 0 Uitra SSO compatibility is not avalable for this location
& Tags Disk settings
X Diagnose and solve problems L
Settings
05 disk
& Networking
rAME =z STORAGI ACCOUN... INERYPTION HOST CACHING
= Disks
@ s sdwovm_OsDisk_1_0efT08522f5c44d6981c3cB5... BGiB Standard HDD Not enabled Readfwrite W
e
o Secuhy Data disks
[ Extensions
- g N NAME SITE STORAGE ACCOU. EMNCRYPTION HOST CACHING
% Continuous delivery (Preview)
o additional_disk 1200 Gi8 Standard HDD Not enabled | Read fwrite | -
8 Availblly set e
@ Configuration + Add data disk Read-only
Read
Identity fwtite

3. Click + Add data disk and create a new data disk with read and write permission.
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Home > sdwcvm - Disks > Create managed disk

Create managed disk 0O X

* Disk name @

| sdwe_Disk

* Resource group
WOsdwclssue ~

Create new

L]
* Account type @
Standard HDD ~

* Size (GiB) @
1023

Source type @

None ~

ESTIMATED PERFORMANCE o
OPS limit 500
Throughput limit (MB/s) 60

Attach a disk by filling the following mandatory details:

Disk name —Provide a name for SD-WAN Center data disk.

Resource group —Select a resource group from the drop-down list.

Account type —Select an account type from the drop-down list.

Size (GIB) —Provide a size in gibibyte.
Storage type - Select a source type from the drop-down list.

4. Onceyou are done, Click OK.

To turn on the VM refer the Switch the active storage to new data storage topic.

Citrix SD-WAN Center on AWS in VM importable image format

May 5, 2021

The Citrix SD-WAN Center is a centralized management system or a single pane of glass management
solution that enables enterprises to configure, monitor, and analyze all Citrix SD-WAN appliances on
their WAN.
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Instantiating an SD-WAN Center virtual Appliance (AMI) on AWS

You need an AWS account to install an SD-WAN Center virtual appliance in an AWS VPC. You can create
an AWS account here. SD-WAN Center is available as an Amazon Machine Image (AMI) in AWS Market-

place.

Note:

Amazon makes frequent changes to its AWS pages, so the following instructions may not be up-
to-date.

There are two approaches to instantiate an SD-WAN Center virtual appliance (AMI) on AWS:

1. First approach: In a web browser, type http://aws.amazon.com/. Select AWS Management

Console under My Account to open the Amazon Web Services (AWS).

Second approach:

In a web browser, type http://console.aws.amazon.com to open the Amazon Web Services.

2. Use your AWS account credentials to sign in. This takes you to the Amazon Web Services page.
You can view the Recently visited services list along with all other services.

AWS Management Console

|

AWS services

¥ Recently visited services

O ec2 &

¥ All services

[©) Compute

EC2

Lightsail [5

ECS

EKS

Lambda

Batch

Elastic Beanstalk

] Lambda

7| Management Tools

CloudWatch

AWS Auto Scaling
CloudFormation
CloudTrail

Config

OpsWorks
Service Catalog
Systems Manager
Trusted Advisor
Managed Services

[=1 Media Services

Elastic Transcoder
Kinacic Videa Streame

T AWS Cost Management

AWS Cost Explorer
AWS Budgets

-] Mobile

w

AWS Amplify
Mobile Hub
AWS AppSync
Device Farm

ARE VR
Amazon Sumerian

"

Access resources on the go

the AWS Console Mobile

=) Access the Management Console using
—J App. Learn more [4

Explore AWS

Amazon Redshift

Fast, simple, cost-effective data warehouse that
can extend queries to your data
lake. Learn more [

Run Serverless Containers with AWS
Fargate

AWS Fargate runs and scales your containers
without having to manage servers or
clusters. Learn more [

Scalable, Durable, Secure Backup &
Restore with Amazon 53

Discover how customers are building backup &

Citrix SD-WAN Center appliances offer the EC2 as an AWS service instances.

« EC2 Dashboard - elastic compute cloud, resizable virtual services / instances

3. Click EC2 in the Compute section, then select Launch Instance.
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NSDev SDWAN CA thavamanir_ ~  N.California ~  Support ~

[EC2 Dashboard
Events

Tags

Repons

Limits

Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts

Capacity Reservations

AMIs

Bundie Tasks

Volumes
Snapshots

Lifecycle Manager

Security Groups
Elastic IPs
Piacement Groups
Key Pairs
Network

Resources

You are using the following Amazon EC2 resources in the LIS West (N. California) region:

1 Running Instances 3 Elastic IPs
0 Dedicated Hosts 2 Snapshots
13 Volumes 0 Load Balancers
13 Key Pairs 21 Security Groups

0 Placement Groups

Leam more about the latest in AWS Compute from AWS reinvent 2017 by viewing the EG2 Videos.

Create Instance

To start using Amazon EC2 you will want 1o aunch a virtual server, known as an Amazon EC2 instance

Service Health " Scheduled Events
Service Status: US West (N. California):
@ US West (N. California) No events
Availability Zone Status:

g Us-west-1a
Availabiity Zone i operating normally
@ Us-west-1D:

|=) LOAD BALANCING
FYST PR

y Zone is operating normally
.mll:

™  Account Attributes ¢

Supported Platforms
EC2
VPC

Resource 1D length management
Console experiments

Additional Information

Gettin

Docum

All EC2 Resources
Forums
Pricing

Contact Us

AWS Marketplace

Find free software trial products in the AWS
Marketplace from the EC2 Launch Wizard, Or
try these popular AMis:

Barracuda CloudGen Firewall for AWS - PAYG

By Barracuda Networks, Inc.

Rating -

Starting from $0.80/ or from $4,589/r (12%
savings) for softwane + AWS usage fees

View all Infrastructure Software

Matilion ETL for Amazon Redshift
By Matilion

You can either select the Launch Instance option or manually reach to Instance screen by se-

lecting the Instances option location on the left side under INSTANCES (refer the above screen-

shot).

4. In the Choose AMI page, click AWS Marketplace tab.

5. In the Search text field, type SD-WAN to search for the SD-WAN AMI, and click Search.

1. Choose AMI

L achwan

Quick Start [0)

My AMis (2)

AWS Markatplace (12)

Community AMIs (10)

¥ Ownership

Owned by me
0 Shared with me

¥ Architecture
32-Dit (x8E)
64-bit (x86)
64-bit (Arm)

* Root device type
EBS

Step 1: Choose an Amazon Machine Image (AMI)
An AMI is a templats that contains the software configuration (operating system, application server, and applications) requined to launch your instance. You can select an AMI provided by AWS, our user community, or the AWS
Marketplace; or you can select one of your own AMIs.

CBVPX_hvm_sdwanc_53_build - armi-0f09931050a7351de

NSDev SDWAN CA thavamani.r—. ~ N Virginia ~  Support -

Cancel and Exit

1102 of 2 AMis

64-bat (xBE)

a
CHVPH_scwane_53_build crested from Amp/ctx-sdwe-10.2.0.53-vrware.vmdk on Wed Sep 26 2018 12:20:38 GMIT.0530 0ST)
oot davice type o Vitusloation ype: fvm  Owner: 250874974855 ENA Enabied: Mo
A Citrix CloudBridge SDWAN VPX 8.1.0.95-21 Ly Blec-5T465
{
CloudBridge VirualWIAN logicaly bonds multiple network paths into a single Virtual WAN.
Fcot device fype sbs Vvluakuation fype: fvm Gwner: 67958333041 ENA Enabied: No

The following results for "sdwan® were found in other catalogs:

» 12 results in AWS Marketplace

+ 10 resuits in Community AMIs

ke m

B4-bit (xBE)

On the search result page, select one of the Citrix SD-WAN Center AMI with the latest release,

click Select.

An AMI template contains the software configuration including operating system, application

server, and applications. This template is required to launch instances.

6. Choose aninstance type and select Next: Configure Instance Detail. You can filter your search
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by selecting a specific instance type or all instance type with current generation.

NSDev SOWAN CA thavamanir.. =  N.Virgina ~  Support =

1.Chooss AMI 2 Chooss Instance Type 3 Configurs Instance 4. Add Stormge
Step 2: Choose an Instance Type
Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have varying combinations of CPU, memory, storage. and networking
capacity, and give you the flexibility to choose the appropriate mix of resources for your applications. Learn mone about instance types and how they can meet your computing needs.

Filter by:  All instance types ~ Current generation ~  Show/Hide Columns

Currently selected: t2.micro (Variable ECUs, 1 vCPUs, 2.5 GHz, Intel Xeon Family, 1 Gi memary, EBS only)

Family - Type - vCPUs (| Memory (Gif) -  Instance Storage (GB) | - s“'m.”mm *  Network Performance || - &n::: G
General purpose 2.nano 1 05 EBS onty - Low to Mooerate Yes
] General purpose '2'""'?_ 1 1 EBS only - Low to Moderate Yes
General purpose 2.smal 1 2 EBS only - Low to Moderate Yes
Genaral purpase t2.medum 2 4 EBS only - Low to Moderate Yes
General purpose t2.\arge 2 L} EBS only - Low to Moderate Yos
General purpose 12.xdarge 4 16 EBS only - Moderate Yes
General purpose t2 2xlarge B a2 EBS only - Moderate Yes
@ General purpose t.nano 2 05 EBS only Yes Up to 5 Gigabit s
General purpose w.micro 2 1 EBS only Yes Upto 5 Gigablt Yes

el - [P

The amazon EC2 provides a wide selection of instance types optimized to fit different use cases.
Instances are virtual servers that can run applications.

7. Onthe Configure Instance page, type 1 in the Number of Instances text box, and fill the other
details such as Network, Subnet, and so on for a specific instance as needed. Click Next: Add
Storage.

Ghoose AMI 2. Chooseinstance Type 3. Configure Instance 4. Add Storage 5. Add Tags & Configure Security Group 7. Amvaw

Step 3: Configure Instance Details

Configure the instance 10 sult your requirements. You can launch multiple nstances from the same AMI, request Spot INStances 1o take BOVANMAgE of the lower Pricing, BSSIgN &N SCC8SS Management roie 1o the instance, and

mone.
Number of instances | 1 Launch into Aute Scaling Group (j
Purchasing option | § Request Spot instances
Network (§ vpc-257eabde | Ruchina-VPG 3| C Create new VPC
Subnet (| subnet-22945068 | SDP-test | us-east-1c H Create new subnet
251 IP Addresses available
Auto-assign Public IP Use subnet setting (Disabie)
Placement group [ Add instance to placemant group.
Capacity Reservation (| Open 3| © Create new Capacity Reservation
lAM role (i None 2| C Croate now 1AM role
CPU options Specify CPU options
Shutdown behavior | Stop
Enable termination protection (| Protect against accidental termination
Monitoring || Enable CloudWatch detailed monitoring
Additional charges apply.

Review and Launch W
L

8. Theinstanceislaunched with the storage device settings. You can add a new volume separately
once the instance is provisioned.
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I.Chooss AMI 2 Chooss instanceTye 3. Configurs instance 4. AddStorsge 5 AcaTags 8 Configure Security Group 7. Rleview

Step 4: Add Storage

Your instance will be launched with the following storage device seftings. You can attach additional EBS volumes and instance store volumes 10 your instance, or
#cit the settings of the root volume. You can also attach additional EBS volumes after launching an instance, but not instance stors volumes. Leam mone about
S10rage options in Amazon EC2.

Delete on
Volume Type | Device | Snapshot i Size (GIB) i Volume Type | 10PS i I"Wn i Termination Encrypted |
i
Root [oevisdal snap-063eTca928804 1308 40 Magretic (standard) s NA NA a Mot Encrypted

Add New Volume

General Purpose (S50) volumes provice the ability 1o burst to 3000 10PS per volume, independent of volume size, 10 meet the performance needs of
most applications and also deliver a consistent basaline of 3 IDPS/GIB. Set my root volumae to Genaral Purposa (SSD).

Fres tier sligible customers can get up to 30 GB of EBS General Purpose (SSD) or Magnetic storage. Learn more about free usage tier eligibility and
usage restrictions.

el -~ EEE
9. Click Review and Launch to select the boot volume option as per your requirement. Click Next.

Boot from General Purpose (SSD) X

General Purpose (SSD) volumes provide the ability to burst to 3000 IOPS per volume,
independent of volume size, to meet the performance needs of most applications and also
deliver a consistent baseline of 3 IOPS/GIB.

© Make General Purpose (SSD) the default boot volume for all instance launches from the
console going forward (recommended).

Make General Purpose (SSD) the boot volume for this instance.

Continue with Magnetic as the boot volume for this instance.

Free tier eligible customers can get up to 30GB of General Purpose (SSD) storage. ‘

10. Add or define a tag with a Key Name and Value. Click Learn more to learn more about tagging.
You can add up to 50 tags maximum. Click Next: Configure Security Group.
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DWAN CA thavamani.r_. =

1.Chooss AMI 2. Chocss instance Type 3. Configues instance 4. ASd Storsge &, Add Tags

Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and vaiue = Webserver.
A copy of a tag can be appled 1o volumes, instances or both,

Tags will ba applied to all nstances and volumes) bout tagging your Amazon EC2 resources.

6. Configurs Security Group 7. Flsview

Key (127 characters maximum) Value (255 characters maximum) Instances | Volumes |

‘Add another tag Up o 50 tags m

Note:

NOTE: A tag key length must be between 1-127 characters.

11. You can create a general security group that helps to control traffic for the instance. You can
create a new security group or select an existing security group from the list.

Note:

Ensure the security group allows the inbound connections over 2156 port to collects data
from Citrix SD-WAN appliances.

1.Chooss AMI  2.Choose kstince Type 3, Configure nstance 4. Add Storage 6. Add Tags 6. Gonfigure Securfty Group 7. Flsniew

Step 6: Configure Security Group
A sacurity group is a set of firewall rules that control the traffic for your instance. On this page, you can add nies to allow specific traffic to reach your instance. For example, if you want to set up a web sarver and allow
Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new socuri:y group or select from an u)us'.ing one below. Learn more about Amazon EC2 security
groups.

Assign a security group:  Creata a new security group

OSelect an existing security group

Filter | VPC security groups 3

Security Group ID  Name Description

B g 7155121 Calfornia_GW California_GW

sg-TTEE1112 defauit default VPC security group

5g-320ab57 launch-wizard-2 taunch-wizard-2 created 2015-10-01T15:19:06,000+05:30

sg-becfcbad launch-wizard-3 launch-wizard-3 created 2017-06-14T16:46:00.550+05:30

sg-0 rd-4 launch-wizard-4 created 2018-11-12T10:28:26.790+05:30

sg-7eBBA01S MCN_security_group_ZTD MCN_security_group_ZTD

anERASTATR NetSralar STWAN Standarm Frifion 200 Mne.0.30. 741 ionanRuAWSME. This sacsirity arnin was nanacatad he AWS Markainiacs and e hagad nn rcommandad saflinns for NatSealar SDUVAN S
Inbound rules for sg-7155121a (Selected security groups: sg-T1551218) _N - =]
Type (i Protocal (i Port Range (| Source (i Description (i
AITCP TCP 0 - 65535 122.167.227.14/32
Al traffic Al A 14.141.5.532
Al trafhc All Al 192.168.0./16

12. Review the instance launch details, and then click Launch. A pop-up box appears to ask for
creating a key pair. It is mandatory to create a Key pair for the instance.
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1.Choose AMI 2. Choose instance Type 3. Configureinstance 4, Ad Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 7: Review Instance Launch

Please review your instance launch detalls. You can go back to edit changes for each section. Cick Launch to assign a key pair to your instance and complete the launch process.

A Your instance configuration is not eligible for the free usage tier
To launch an instance that's eligible for the free usage tier, check your AMI selection, instance type, options, or storage devices. Learn more about free usage tier eligibllity and usage restrictions.

VT T S T S

A Improve your instances' security. Your security group, California_GW, is open to the world.
‘Your instances may be accessible from any IF address. We recommend that you update your security group rules to allow access from known IP addresses only.
You can also open additional ports in your security group to facilitate access to the application or service you're running, e.g., HTTP (80} for web servers. Edit security groups

~ AMI Details Edit AMI

CBVPX_hvm_sd-wan-center-0_2_1_ZTD - ami-5a7d503a
CEVPX_hvm_sd-wan-center-8_2_1_ZTD

oot Dovics Typo: DS VIUGkzation fype: fvm

a

~ Instance Type Edit instance type

Instance Type ECUs vCPUs Memory (GIB) Instance Storage (GB) EBS-Optimized Available Network Performance

Two factor authentication

May 5, 2021

Two-factor authentication (TFA) presents two authentication factors to gain access to Citrix SD-WAN
Center for both local and remote user accounts. It introduces an extra layer of security in the Citrix
SD-WAN Center login sequence.

The first level of authentication for a local user account is achieved by using the password configured
on Citrix SD-WAN Center. For more information, see User accounts.

The first level of authentication for a remote user account is achieved by using the primary RADIUS or
TACACS+ authentication server. For more information, see Primary authentication.

An extra secondary RADIUS or TACACS+ authentication server can be configured for both local and
remote user accounts to enable two-factor authentication. For more information, see Secondary au-
thentication.

You have been successfully logged out.

citrix.| SD-WAN Center
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Citrix SD-WAN Center login credentials:

+ Username: The username configured on SD-WAN Center or the primary authentication server.
+ Password: The password configured on SD-WAN Center or the primary authentication server.
+ Secondary Password: The password configured on the secondary authentication server.

Note

The Secondary Password option appears only when the secondary authentication serveris con-
figured.

Primary authentication

May 5, 2021

You can configure authentication servers such as RADIUS or TACACS+ to authenticate remote users log-
ging on to Citrix SD-WAN Center. Primary authentication is the first authenticating factor for remote
users when two-factor authentication is enabled. For more information, see Two-factor authentica-
tion.

Note

Ensure that user accounts are created on the required authentication servers.

RADIUS authentication server

To use RADIUS authentication, you must specify and configure at least one RADIUS server. Option-
ally, you configure redundant backup servers, up to a maximum of three RADIUS servers. The servers
are checked sequentially, starting with the server listed first in the Servers section. Ensure that the
required user accounts are created on the RADIUS authentication server.

To enable and configure RADIUS authentication:
1. Inthe Citrix SD-WAN Center web interface, navigate to Administration > User/Authentication
Settings.

2. In the Primary Authentication > RADIUS Authentication section, select the Enable RADIUS
Authentication check box.

Note

If TACACS+ authentication is already enabled, it gets disabled.
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3. Inthe Timeout field, enter the time interval (in seconds) to wait for an authentication response
from the RADIUS server.

The timeout value should be less than or equal to 60 seconds.
4. In the Server Key field, enter a secret key to use when connecting to the RADIUS servers.
5. Inthe Confirm Server Key fields, reenter the secret key.
Note

The Timeout and Server Key settings are applied to all configured servers.

6. Select Enable Two-factor, to enable two-factor authentication.
Note

The Enable Two-factor option appears only when the secondary authentication server is
configured.

Configure a secondary authentication server, either RADIUS, or TACAS+. For more infor-

mation, see Secondary authentication.

7. Click the plusicon (+) next to Servers to add a RADIUS server.
8. In the IP Address field, enter the host IP address for the RADIUS server.

9. Inthe Port field, enter the port number for RADIUS server. The default port number is 1812.

Primary Authentication

RADIUS Authentication @ TACACS+ Authentication @
#| Enable RADIUS Authentication Enable TACACS+ Authentication
Timeout Server Key: Confirm Server Key:

10 J— JR— ‘ﬂ|

¥ Enable Two-factor

Servers +

IP Address Port Delete

av 101027241 1812 o

|ippy|

10. Click Apply.

11. Click Verify to verify the connection to the RADIUS server. The Verify RADIUS Server Settings
dialog box appears.
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Verify RADIUS Server Settings [x ]

Enter a valid user name and password for the
authentication servers to verify your
configuration.

User Mame

admin

Password:

12. Enter avalid username and password for the authentication servers, and click Verify.

To configure more servers, repeat the steps 7 through 12.

TACACS+ authentication server

To use TACACS+, you must specify and configure at least one TACACS+ server. Optionally, you config-
ure redundant backup servers, up to a maximum of three TACACS+ servers. The servers are checked
sequentially, starting with the server listed first in the Servers section. Ensure that the required user
accounts are created on the TACACS+ authentication server.

To enable and configure TACACS+ authentication:

1. Inthe Citrix SD-WAN Center web interface, navigate to Administration > User/Authentication
Settings.

2. Inthe Primary Authentication > TACACS+ Authenticationsection, select the Enable TACACS+
Authentication check box.

Note

If RADIUS authentication is already enabled, it gets disabled.

3. Inthe Timeout field, enter the time interval (in seconds) to wait for an authentication response
from the TACACS+ server.

The timeout value should be less than or equal to 60 seconds.

4. In the Authentication Type field, select the encryption method to use to send the username
and password to the TACACS+ server.

5. In the Server Key field, enter a secret key to use when connecting to the TACACS+ servers.
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6. In the Confirm Server Key fields, reenter the secret key.

Note

The Timeout, Authentication Type, and Server Key settings are applied to all the con-
figured servers.

7. Select Enable Two-factor, to enable two-factor authentication.

Note

The Enable Two-factor option appears only when the secondary authentication server is
configured.

Configure a secondary authentication server, either RADIUS, or TACAS+. For more infor-
mation, see Secondary authentication.

8. Click the plusicon (+) next to Servers to add a TACACS+ server.
9. Inthe IP Address field, enter the host IP address for the TACACS+ server.

10. Inthe Port field, enter the port number for TACACS+ server. The default port number is 49.

Primary Authentication

RADIUS Authentication @ TACACS+ Authentication

Enable RADIUS Authentication @l Enable TACAC:

L

1P Address ‘ Porc ‘De\e‘e‘

av 101027241 19 i}

11. Click Apply.

12. Click Verify to verify the connection to the RADIUS server. The Verify TACACS+ Server Settings
dialog box appears.
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Verify TACACS+ Server Settings E3

Enter a valid user name and password for the
authentication servers 1o vVerify your
configuration.

Iser Mame:

admin

Password:

| Close

13. Enter avalid username and password for the authentication servers, and click Verify.

To configure more servers, repeat the steps 8 through 13.

Secondary authentication

May 5, 2021

Secondary authentication is configured to enable Two-factor authentication for local and remote user
accounts. You can configure either the RADIUS or TACACS+ authentication server as the secondary
authenticating serve. For more information, see Two-factor authentication.

Note

Ensure that user accounts are created on the required authentication servers. The user account
password is to be used as the second factor in the Citrix SD-WAN Center login sequence.

Secondary RADIUS authentication server

To use RADIUS authentication, you must specify and configure at least one RADIUS server. Option-
ally, you configure redundant backup servers, up to a maximum of three RADIUS servers. The servers
are checked sequentially, starting with the server listed first in the Servers section. Ensure that the
required user accounts are created on the RADIUS authentication server.

To enable and configure RADIUS authentication:

1. In the Citrix SD-WAN Center web interface, navigate to Administration > User/Authentication
Settings.
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2. In the Secondary Authentication > RADIUS Authentication section, select the Enable Sec-
ondary RADIUS Authentication check box.

Note

If TACACS+ authentication is already enabled, it gets disabled.

3. Inthe Timeout field, enter the time interval (in seconds) to wait for an authentication response
from the RADIUS server.

The timeout value should be less than or equal to 60 seconds.
4. In the Server Key field, enter a secret key to use when connecting to the RADIUS servers.
5. In the Confirm Server Key fields, reenter the secret key.
Note

The Timeout and Server Key settings are applied to all configured servers.

6. Click the plusicon (+) next to Servers to add a RADIUS server.
7. Inthe IP Address field, enter the host IP address for the RADIUS server.

8. Inthe Port field, enter the port number for RADIUS server. The default port number is 1812.

Secondary Authentication

RADIUS Authentication @ TACACS+ Authentication @

@ Enabl

ry RADIUS Authentication Enable Secondary TACACS+ Authentication

10 [ T [—

Apply

vers +
1P Address Port  |Delete

4w 10.102.166.80 1812 |5

9. Click Apply.

10. Click Verify to verify the connection to the RADIUS server. The Verify Secondary RADIUS
Server Settings dialog box appears.
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Verify SECONDARY RADIUS Server
Settings

[x]

Enter a valid user name and password for the
authentication servers to verify your
configuration.

Iser Mame:

admin

Password:

11. Enter avalid username and password for the authentication servers, and click Verify.

To configure more servers, repeat the steps 6 through 11.

Secondary TACACS+ authentication server

To use TACACS+, you must specify and configure at least one TACACS+ server. Optionally, you config-
ure redundant backup servers, up to a maximum of three TACACS+ servers. The servers are checked
sequentially, starting with the server listed first in the Servers section. Ensure that the required user
accounts are created on the TACACS+ authentication server.

To enable and configure TACACS+ authentication:

1. In the SD-WAN Center web interface, navigate to Administration > User/Authentication Set-
tings.

2. In the Secondary Authentication > TACACS+ Authenticationsection, select the Enable Sec-
ondary TACACS+ Authentication check box.

Note

If RADIUS authentication is already enabled, it gets disabled.

3. Inthe Timeout field, enter the time interval (in seconds) to wait for an authentication response
from the TACACS+ server.

The timeout value should be less than or equal to 60 seconds.
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4. In the Authentication Type field, select the encryption method to use to send the username
and password to the TACACS+ server.

5. In the Server Key field, enter a secret key to use when connecting to the TACACS+ servers.
6. Inthe Confirm Server Key fields, reenter the secret key.
Note

The Timeout, Authentication Type, and Server Key settings are applied to all the con-
figured servers.

7. Click the plusicon (+) next to Servers to add a TACACS+ server.
8. Inthe IP Address field, enter the host IP address for the TACACS+ server.

9. Inthe Port field, enter the port number for TACACS+ server. The default port number is 49

Secondary Authentication

RADIUS Authentication (@]

Enable Secondary RADIUS Authentication

1P Address ‘ Port ‘De\em‘

a v 1010272104 19 o

-APW

10. Click Apply.

11. Click Verify to verify the connection to the RADIUS server. The Verify TACACS+ Server Settings
dialog box appears.

Verify SECOMDARY TACACS+ Server
Settings

[x]

Enter a valid user name and password for the
authentication servers to verify your
configuration.

Iser Mame:
admin

Password:
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12. Enter avalid username and password for the authentication servers, and click Verify.

To configure more servers, repeat the steps 7 through 12.

Single-region network deployment

May 5, 2021

If your organization has a small network spanning a single administrative (or geographical) boundary,
you can use Citrix SD-WAN Center in the default mode (with single “default region™). A region can

support a maximum of up to 550 sites.

A single region network has a Master Control Node (MCN) for centralized control, and Citrix SD-WAN
Center for centralized management. The region associated with and controlled by the MCN is referred
to as the default region. The Citrix SD-WAN Center polls the MCN and all the branch appliances in the
default region.

SD-WAN Center
|

=

SD-WAN Network
Stats Data

=TI} ==}

Branch Appliance Default Reglon

Branch Appliance

To deploy Citrix SD-WAN Center for single-region:

1. Download the Citrix SD-WAN Center Software. For more information, see System requirements

and installation.

2. Install the Citrix SD-WAN Center on ESXi Server, XenServer, Hyper-V or Azure.
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3. Configuring the management interface settings. For more information, see Configure the man-
agement interface settings.

4, Generate, download and install the SD-WAN MCN SSL Certificate on the SD-WAN Center. For
more information, see Install the Citrix SD-WAN SSL certificate.

5. Generate, download and install the SD-WAN Center SSL Certificate on the MCN appliance. For
more information, see Install the Citrix SD-WAN Center SSL certificate.

6. In the Citrix SD-WAN Center GUI navigate to Configuration > Network Discovery > Discover
Settings.

7. In the Master Controller Node MGT IP Address field, enter the MCN IP address and click Test.
This establishes a connection between the MCN and Citrix SD-WAN Center.

8. Click Discover. If you have already discovered an MCN, this option changes to Rediscover.
Note

The MCN must be active and the SD-WAN service should be enabled. For more information,
see Enabling SD-WAN service.

9. After the discovery operation completes, click the Inventory and Status tab.

The Inventory and Status table displays the status information for all the discovered Citrix SD-
WAN Appliances.

10. Select the Poll checkbox in the top left corner of the table heading.

This selects the Poll checkbox for each appliance listed in the table. To exclude an appliance
from the polling list, clear its check box.
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SSL Certificate Discovery Settings Inventory And Status

Select Region: | Default_Region v

G
Showing1-40f4 Search
Poll A State Name Reglon Name MGT IP Address Model  |Serial Number Software Registry Timestamp  |Last Successful Poll  |Latest Record  [Download

301a93fa-9e2c-

Not Polling RL-MCN-P Default_Region 10.102.78.175 vpx fda4-beel- RS9 30401 434870 1540786694 11/26/18 4:08 11/22/18 4:45 é
674125cd90f

Not Polling RL-MCN-P Default_Region
98538a49-0de7-

Not Polling RL-MCN-S Default_Region 10.102.78.184 vpX bc78-4105- RO_3.0.401 434810 1540726694 11/26/18 4:08 11/19/18 16:04 é
204701845078

Not Polling  RL-CLI Default_Region

11. Click Apply.
Tip
You can increase the storage size of the Citrix SD-WAN Center by creating a data store on

your virtual machine and switching the data store. For more information see, Switch the
active storage to new data storage.

Multi-region network deployment

May 5, 2021

If your organization has a large network spanning multiple administrative (or geographical) bound-
aries, you can use Citrix SD-WAN Center in multi-region mode, with each region supporting a maxi-
mum of up to 550 sites.

The multi-region network supports a hierarchical architecture with a Master Control Node (MCN) con-
trolling multiple Regional Control Nodes (RCNs). Each RCN, in turn, controls multiple client sites. The
MCN can also be optionally used to control some client sites directly as part of the “default region”
. This hierarchical and distributed architecture enables higher scale, and effective delegation of re-
gional administration.
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The Citrix SD-WAN Center polls the MCN, RCNs and all the associated branch appliances.

The multi-region Citrix SD-WAN Center architecture requires addition of a collector per region, to col-
lect and storeregion level data and statistics. This distributed architecture enables higher scale across
multiple regions, while preserving the “single pane of glass”view for managing the entire network.

SD-WAN Network
Stats Data

Branch Appliance

Note

For a multi-region deployment, the default region statistics include statistics of all the sites man-
aged by the MCN and the RCN. However, the RCN data is not stored on the SD-WAN Center col-
lector. The SD-WAN Center collector obtains the RCN site data from the respective regional col-
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lectors.

To deploy Citrix SD-WAN Center for Multi-region:
1. Download the Citrix SD-WAN Center Software. For more information, see System requirements
and installation.
2. Install the Citrix SD-WAN Center on ESXi Server, XenServer, Hyper-V or Azure.

3. Configuring the management interface settings. For more information, see Configure the man-
agement interface settings.

4. Generate, download and install the SD-WAN MCN SSL Certificate on the SD-WAN Center. For
more information, see Install the Citrix SD-WAN SSL certificate.

5. Generate, download and install the SD-WAN Center SSL Certificate on the MCN appliance. For
more information, see Install the Citrix SD-WAN Center SSL certificate.

6. In the Citrix SD-WAN Center GUI navigate to Configuration > Network Discovery > Discover
Settings.

7. In the Master Controller Node MGT IP Address field, enter the MCN IP address and click Test.
This establishes a connection between the MCN and Citrix SD-WAN Center.

8. Click Discover. A list of all the RCNs connected to the MCN appears in the Collector Configu-
ration section. To discover the non default region sites, you need to have an active RCN with
active paths to MCN.

Note

The Citrix SD-WAN Center acts a collector for the default region.

9. Clickthe editicon and in the Collector IP field, enter the IP address of the Citrix SD-WAN Center
that you want to configure as a collector for a region.
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Note

To set up a collector, install a Citrix SD-WAN Center VM and configure the management
IP address. The management IP address of that Citrix SD-WAN Center is the collector IP
address.

10. Click the Save icon to save the collector IP address and push the Certificate-Key pair to the RCN.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API
<
y Configuration / Network Discovery / Discovery Settings
Network Discovery o v i 9
Network Configuration SSL Certificate Discovery Settings Inventory And Status
Zero Touch Deployment
MCN Configuration
Change Management g
Master Control Node MGT IP Address:
Appliance Settings 10.102.76.186 Test
WMobile Broadband
Licensing Collector Configuration @
Cloud Connectivity Show| 10 ¥ |entries Search
(nIPN | Region Name RCN IP Address Collector IP Address. Appliance Discovery Status ‘
5] Default_Region 10.102.76.156 127.0.0.1 Done
(5] ANZ 10.102.76.189 10.102.78.89 # Dons
(=] APAC 10.102.76.188 101027821 # Done
(5] EMEA 10.102.76.231 10.10276.173 X © Collector Mot Reachable

Showing 110 4 of 4 entries

Discover Appliance

Note: Collector IP Address can be configured for Multi-Region Networks

Polling Configuration @
Polling Interval (mir) Bandwidth Limit fkops):
3 1000

11. Enterthe credentials for the RCN and click Push Certificate.

Push Certificates El

Mew_York {10.102.78.173)

Username:
admin

Password:

Push Certificate

12. Similarly, configure collector IP address for all the RCNs.

Note

The appliances are discovered automatically every 30 minutes. If new RCNs are added to
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the network and a change management is done, you could select the appliance and click
Discover Appliance to discover the appliance immediately.

Collector Configuration ®
Show| 10 ¥ |entries Search;
oA RCN Name RCN IP Address Collector IP Address Discovery Status |
o Defaul_Region 10.102.76.186 127.001 Done
o ANZ 10,102.76.189 10.102.78.89 # Mot Started
o ARAC 10010276188 10.102.78.91 # Not Started
o EMEA 10,102.76.231 10.102.78.67 # Mot Srarted

Snowing 1 to 4 of 4 entries

e

After the Discovery Status changes to Done, you can view the discovered sites in the Inventory
and Status Page.

SSL Certificate Discovery Settings Inventory And Status
Select Region: | All v
c
Showing1-80of 8 Search C\
[ Poll ’\4 State | Name Reglon Name MGT IP Address ‘Mndel ‘Ser\a\ Number Software Registry Timestamp  |Last Successful Poll  |Latest Record  |Download
301a93fa-9e2c-
(] Not Polling  RL-MCN-P Default_Region 10.102.78.175 vpX fda4-beel- RS9 30401 434870 1540786694 11/26/18 4:14 11/22/18 5:19 é
674125cd90f
Not Polling RL-MCN-P Default_Region

98538a49-0de7-
(0] Not Polling RL-MCN-§ Default_Region 10.102.78.184 vpx bc78-4105- RS 30401 4345310 1540786694 11/26/18 414 11/19/18 16:06 P
2b4f01845078

o Not Polling RL-CL1 Default_Region
083e52e4-d753-

a Not Polling RL-R1-CL1 New_York 10.10278.178 NpX 3678-5d1e- RO_5_0_401_434810 1538842425 11/26M8 411 11/26/18 4:11 é
307266040068

(] Not Polling RL-R1-CL2 New_York
628d9r7-55c0-

(w] Not Pelling  RL-RCN1-P New_York 10.10278.177 VpX d912-b770- R9_5_0_401_434810 1538848425 11/26/18 4:11 11/26/18 4:11 é
856717116107
9faffa51-c34c-

(0] Not Polling RL-RCN1-S New_York 10.102.78.180 vpX 77c8-b637- RO_5.0.401 434810 1532842425 11/26/18 4:11 11/26/18 4:10 é
b8ab6a26654e

4 3

Tip
You can filter the sites based on the region name. In the Select Region field, select the

region.

13. Inthe Inventory and Status Page, select the sites that you want to start polling and click Apply.
Tip

You can increase the storage size of the collector by creating a data store on your virtual machine.
For more information see, Switching the active storage to new data storage.

You can select specific regions to view event and statistic reports.
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The events and statistic reports data is fetched from the respective region’s collector.

Dashboard Fault Monitoring Configuration Reparting Administration Nitro API

Reporting

Default_Region

Region:

ANZ
APAC LS @
EMEA
Time: | February 7. 2018 10:18pm Last Hour / Day [ Week / Month Mode: | Relative (8 hours from now) v ©
< |
10.Jan 12 Jan 14. Jan 16.Jan 18. Jan 20.Jan 22 jJan 24.Jan 26.Jan 28, Jan 30.Jan 1.Feb 3.Feb S. Feb 7.Feb
T I it . I
N 1 A ce e oo R L T N - .
10.Jan 12 Jan 14. Jan 16.Jan 18.Jan 20.Jan 22 Jan 24.)an 26.Jan 28, Jan 30. Jan 1.Feb 3.Feb S. Feb 7.Feb
A w o« Interval: | {minute ¥
Routing Domain: | Any v Show Bandwidth/Data in | Kbps/KB v
Applications HDX MOS Services Classes Sites Virtual Paths Paths WAN Links MPLS Queues Ethernet GRE IPsec Events
Repart Type: Top Applicaions v Select Site: v
Configuration

May 5, 2021

The initial few steps to configure Citrix SD-WAN Center is common for both single-region network and
multi-region network. The following is a list of the common configuration procedures:

 Configure the management interface settings
« Install the Citrix SD-WAN Center certificates.
+ Switch the activre storage to new data sorage.

Configure the management interface settings

May 5, 2021
You can use the Citrix SD-WAN Center web interface to configure the management interface settings.

The management Interface settings include the following:

Citrix SD-WAN Center Management IP Address
Gateway IP Address

Subnet Mask

Primary DNS
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« Secondary DNS
To configure the management interface settings:

1. In the Citrix SD-WAN Center web interface, select the Administration tab.
By default, the User/Authentication Settings page appears.

2. In the navigation tree, select Global Settings.

3. Configure the Management and DNS settings.

In the Management and DNS section, add the required information to the following fields:

+ IP Address: Enter the IP Address for the Citirx SD-WAN Center.
« Gateway IP Address: Enter the Gateway IP Address the Citrix SD-WAN Center VM will use

to communicate with external networks.
« Subnet Mask: Enter the subnet mask to define the network in which the Citrix SD-WAN

Center VM resides.

Management and DNS

0 AAdracs T ] Arece
F Address agteway |F A0dress

10.102.28.225 10.102.28.1

4. Click Apply.

Note

Connectivity to the Citrix SD-WAN Center will be terminated when your changes are applied.

Install the SD-WAN Center SSL certificate

May 5, 2021

To establish connection between Citrix SD-WAN Center and Citrix SD-WAN Master Control Node (MCN),
download the SSL certificate from the SD-WAN Center and install it on the MCN.

To generate and install the Citrix SD-WAN Center certificate:
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1. In the Citrix SD-WAN Center web interface, navigate to Configuration > Network Discovery >
SSL Certificate > SD-WAN Center Certificate.

2. Click Regenerate Certificate to generate a new SSL certificate to establish communication with
the MCN.

SD-WAN Center Certificate ®

3. Click Download Certificate. Navigate to the desired location and save the certificate.

4. In the Citrix SD-WAN MCN web interface, navigate to Configuration > Virtual WAN > SD-WAN
Center Certificates > SD-WAN Center Certificate Management.

Virtusl WAN ) SD-WAN Center Certificates

Certificate Management

[This page allows for the management of SD-WAN Center cartificates. installing an SD-
fthe certificate.
Browse.

e: | OD:DB:EB:12.80:91:2 Delete

Installed Certificates

Certificate Fingerprint Start Date Expiration Date

5. Click Choose File, browse and select the downloaded SD-WAN Center SSL certificate.

Configuration > Virtual WAN > SD-WAN Center Certificates

SD-WAN Center Certificate Management

‘agement of SD-WAN Center certificates. Installing an SD-WAN Center certificate will allow this Virtual WAN to be managed/manitored by the SD-WAN Center platform that generated the certificate.

Install Certiicate: | Choose File | SDWANCENTE .t (2).pem Upload and Install

Delete Certificate: | §1:87:66:88:83:8C:CZ v || Delete

6. Click Upload and Install, it uploads the SD-WAN center SSL certificate to the MCN and displays
a success message when installation is complete.

Install the Citrix SD-WAN SSL certificate

May 5, 2021

To establish connection between Citrix SD-WAN MCN and Citrix SD-WAN Center, download the SSL
certificate from the MCN SD-WAN appliance and install it on SD-WAN Center.

You can regenerate the appliance certificate on the MCN which replaces the pre-defined certificate
and then install it on SD-WAN Center.
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Installing the appliance certificate to the SD-WAN Center is mandatory for new deployments and for

SSL communication to work. MCN generates a network certificate and distributes the certificate with

a private key through the certificate manager to all nodes. The certificates are used by each branch to
authenticate the SD-WAN Center.

To generate and install the SD-WANCcertificate:

1.

Inthe MCN SD-WAN appliance, navigate to Configuration > Virtual WAN > SD-WAN Center Cer-
tificates> MCN Certificate Management.

Click Regenerate Certificate to generate a new SSL certificate to establish communication with
SD-WAN Center.

MCN Certificate Management

This se for the management of the MCN certificate which is used to authenticate communication with an SD-WAN Center. The SSL certificate must be installed on the SD-WAN Center, Click the Download Certificate button below, then upload the certificate to the SD-WAN
(Center, under Configuration > covery > SSL Carti

jerprint: OF:86:7A:2F:EA:54:C9:73:5D:DF:9A:92:E2:3D:20:AC:FA:D 1:5F:69
Sep 11 19:01:44 2019 GMT
Sep 8 19:01:44 2029 GMT

e Certficate| | Download Certificate

Note:

When you regenerate the SSL certificate, the SD-WAN appliance uses the new certificate im-
mediately for communication with discovered SD-WAN Center. However, communication
with the appliancesis not established, until you download and install the newly generated
certificate on SD-WAN Center.

Click Download Certificate. Navigate to the desired location and save the certificate.

In the Citrix SD-WAN Center web interface, navigate to Configuration > SSL Certificate > MCN
Certificate.

MCN Certificate

Click Browse and select the downloaded MCN SSL certificate.

Configuration > Virtual WAN > SD-WAN Center Certificates

SD-WAN Center Certificate Management

[Thiz section for the management of SD-WAN Center certificates. Installing an SD-WAN Center certificate will allow this Virtual WAN to be managed/monitored by the SD-WAN Center platform that generated the certificate.

d Install

Install Certificate: | Choose File | SDWANCENTE. .t (2). pem Uplo:

Delete Certfcate: | 81:07:66.88:83:6C: Cz  ||_Delete |

Click Upload and Install, it uploads the MCN SSL certificate to SD-WAN Center.
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Switch the active storage to new data storage

May 5, 2021

In Citrix SD-WAN Center, you can switch the active storage to the data store you created on your virtual
server. This allows you to store more statistics data obtained by polling all the Citrix SD-WAN appli-
ances in the WAN. For information on creating a datastore on ESXi server, see Adding and Configuring
the Datastore on ESXi Server. For information on creating a datastore on XenServer, see Adding and
Configuring the Data Storage on XenServer

To specify the active storage for the Citrix SD-WAN Center VM:

1. Loginto Citrix SD-WAN Center VM.
The default login credentials for Citrix SD-WAN Center are as follows:
Login: admin
Password: password

2. Click the Administration tab and then click Storage Maintenance.

SR = S SeRiE SR pammen _

Administration / Storage Maintenanc
User/Authentication Settings oge Hamienane

Global Settings

Storage Systems @
Database Maintenance Host File System Type Size (MB) Available (MB) MctiveMigrate nm!
I Storage Maintenance Local* Hevhoeda? ext3 7416 a3 O
Local Idevhovd o3 20480 unknown @
Apply
Thresholds @

SD-WAN Center Database Storage and Auto Cleanup settings are misconfigured, SD-WAN Center will reach auto cleanup threshald before the configured 6 months.

Stop stats polling when storage usage exceeds | 55% v of active storage size

3. Inthe Active column of the Storage Systems table, select the storage you created.
4. Select Migrate Data and click Apply.

5. The Delete All Existing Files message appears, click Switch.
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Delete All Existing Files x

Switching the active storage system will remove a
existing files on the new file system.

Are you sure you wish to continue?

This places Citrix SD-WAN Center into Maintenance Mode and displays a progress bar in the

main page area.
6. When the activation completes, click Continue.

This dismisses the progress bar and returns to the main Storage Maintenance page.

Deploy Citrix SD-WAN appliance

May 5, 2021

You can use Citrix SD-WAN Center to create the appliance configuration or appliance settings file and
use the change management wizard to push the configuration to the appliances on the network. For
more information, see Configure Citrix SD-WAN appliances.

You can configure Citrix SD-WAN Center to act as the central licensing server and provides licensing
services to all the nodes in the network. This eliminates the need to install licenses on individual
nodes locally. For more information, see Citrix SD-WAN Center as a license server.

You can use Citrix SD-WAN Center to streamline the process of deploying the SD-WAN applainces at
branch offices using the Zero Touch Deployment feature. For more information, see Zero Touch De-
ployment.

Configure Citrix SD-WAN appliances

May 5, 2021

Use the Configuration Editor to edit the configuration settings and to export the configuration package
to the MCN. For more information see, Configuration Editor.

You can use the change management wizard of the MCN appliance through Citrix SD-WAN Center. For
more information see, Change Management Wizard.
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You can configure appliance setting on Citrix SD-WAN Center and export it to a set of managed Citrix
SD-WAN appliances in your SD-WAN network. For more information see, Appliance settings.

Configuration Editor

May 5, 2021

The Configuration Editor is available as a component of the Citrix SD-WAN Center Web Interface, and
in the Citrix SD-WAN Management Web Interface running on the Master Control Node (MCN) of the
SD-WAN network.

Note
You cannot push configurations to the discovered appliances directly from Citrix SD-WAN Center.
You can use the Configuration Editor to edit the configuration settings and to create a configura-

tion package. When the configuration package has been created, you can export it to the MCN
and install it. The changes are then reflected in the MCN.

You have to log on with administrative rights to the Citrix SD-WAN Center appliance and the MCN,
to edit the configurations on Citrix SD-WAN center and to export and install the configurations
on the MCN.

For detailed instructions on using the Configuration Editor to configure your Citrix SD-WAN, see Citrix
SD-WAN 10.1 documentation.

The Configuration Editor enables you to do the following:

+ Add and configure Citrix SD-WAN Appliance sites and connections.
« Provision the Citrix SD-WAN appliance.

+ Create and define Citrix SD-WAN Configuration.

« Define and view Network Maps of your SD-WAN system.

To open the Configuration Editor:
1. In the Citrix SD-WAN Center web interface, click the Configuration tab.

2. Click Network Configuration.

The below figure outlines the basic navigation and page elements of the Configuration Editor,
and the terminology used in this guide to identify them.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 69


https://docs.netscaler.com/en-us/citrix-sd-wan-center/current-release/deploying-sd-wan-appliance/configuring-sd-wan-appliances/applicance-settings.html
https://docs.netscaler.com/en-us/citrix-sd-wan/10-1.html
https://docs.netscaler.com/en-us/citrix-sd-wan/10-1.html

Citrix SD-WAN Center 11.3

Configuration Editor Menu Bar View Tutorial link

Configuration Editor ——— 009 .
Sections omy

View Regions _—

View Sites _——

_+—— Network Map

Audit Status Bar e

The primary screen of the Configuration Editor has the following navigation elements:

+ Configuration Editor Menu Bar: Contains the primary activity buttons for Configuration Editor

operations. In addition, at the far right edge of the menu bar is the View Tutorial link button

forinitiating the Configuration Editor tutorial. The tutorial walks you through a series of bubble

descriptions for each element of the Configuration Editor display.

« Configuration Editor Sections : Each tab represents a top-level section. There are six sections:

Basic, Global, Sites, Connections, Optimization and Provisioning. Click a section tab to re-

veal the configuration tree for that section.

+ View Region: For multi-region deployment, it lists all the regions configured. For single-region

deployment, the default-region is displayed by default. To view the sites in a region, select a

region from the drop-down list.

+ View Sites: Lists the site nodes that have been added to the configuration and are currently

opened in the Configuration Editor. To view the site configuration, select a site from the frop-

down list.

+ Network Map: Provides a schematic view of the SD-WAN network. Hover the mouse cursor over

the sites or the path to view more details. Click the sites to view report options.

+ Audit Status Bar: The dark grey bar at the bottom of the Configuration Editor page, and span-

ning the entire width of the Configuration Editor page. The Audits status bar is available only

when the Configuration Editor is open. An Audit Alert icon (red dot or goldenrod delta) at the

far left of the status bar indicates one or more errors present in the currently opened config-

uration. Click the status bar to display a complete list of all unresolved audit alerts for that

configuration.
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Change Management Wizard

May 5, 2021

The Change Management wizard guides you through the process of uploading, downloading, stag-
ing, and activating the Citrix SD-WAN software and configuration on the Master Control Node (MCN)
appliance and client appliances.

The Change Management wizard is a component of the Citrix SD-WAN Management Web Interface
running on the MCN, and is not part of the Citrix SD-WAN Center. However, you can use the Citrix
SD-WAN Center to connect to the specified MCN, and access the Change Management wizard.

To open the Change Management Wizard:
1. In the Citrix SD-WAN Center web interface, click the Configuration tab.

2. Click Change Management.

Dashboard Fault Menitoring Configuration Repaorting Administration

Configuration / Change Management
Network Discovery

Network Configuration
I Change Management

Appliance Settings

Click here to

Open Master Control Node's Change Management

3. Atthe Click here to Open Master Control Node’s Change Management prompt, click the here
link.

You will be automatically logged in into the MCN GUI.
Note

You do not have to login into the MCN GUI using the MCN credentials, the auto-login feature
enables single sign on.

4. Inthe MCN management web interface, click the Configuration tab.
5. In the navigation tree (left pane), click + next to the Virtual WAN branch to expand that branch.
6. Click Change Management.

This displays the first page of the Change Management wizard, the Change Process Overview
page, as shown in the figure below.
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Change Management Wizard
Configuration Section Tab Page Tabs

Breadcrumbs

Change

‘ Activation Active Staged

Actate Change / Button

i g (1230 - | 4—— Begin Button

Page Area ——>

Site-Appliance Table —>
[

nnnnnn

xxxxx

Active/ Staged Download Links

7. To start the wizard, click Begin.

Note

For complete instructions on using the wizard to upload, stage, and activate the SD-WAN
software and configuration on the appliances, please see the SD-WAN 9.1.0 User Guide.

The Change Management wizard has the following navigation elements:

+ Page area: Displays the forms, tables, and activity buttons for each page of the Change
Management wizard.

+ Change Management wizard page tabs: On the left side of the page area, on each page
of the wizard, tabs are listed in the order in which the corresponding steps occur in the
wizard process. When a tab is active, you can click it to return to a previous page in the
wizard. An active tab displays its name displays in a blue font. A gray font indicates an
inactive tab. Tabs are inactive until all dependencies (previous steps) have been fulfilled
without error.

+ Appliance-Site table: At the bottom of the wizard page area, this table contains informa-
tion about each configured appliance site, and links for downloading the active or staged
appliance packages for that appliance model and site. A package in this context is a zip-
file bundle containing the appropriate SD-WAN software package for that appliance model,
and the specified configuration package. The Configuration Filenames section above the
table shows the package name for the current active and staged packages on the local
appliance.

+ Active/Staged download links: In the Download Package field (far right column) of each
entry in the Appliance-Site table, you can click a link in an entry to download the active
or staged package for that appliance’s site.

+ Begin button: Click Begin to initiate the Change Management wizard process and pro-
ceed to the Change Preparation tab page.
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« Activate Staged button: If this is not an initial deployment, and you want to activate the
currently staged configuration, you have the option of proceeding directly to the Activa-
tion step. Click Activate Staged to proceed directly to the Activation page and initiate
activation of the currently staged configuration.

Appliance settings

May 5, 2021

You can configure appliance setting on Citrix SD-WAN Center and export it to a set of managed Citrix
SD-WAN appliances in your SD-WAN network. The Appliance Settings page allows you to perform
the following actions:

« Create a new appliance settings file.

« Open and edit an existing appliance settings file.

« Import an appliance settings file from your local computer.

« Download an appliance settings file to your local computer.
« Export an appliance settings file to the managed appliances.

To create an appliance settings file and export it to managed appliances:

1. Inthe Citrix SD-WAN Center web interface, click the Configuration tab.

2. Click Appliance Settings and then click New.
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Citrix SD-WAN Center R9_2_0_82_568774 ~ admin ~

[PEELLETG] Fault Monitoring Configuration Reporting Administration

Configuration / Appliance Settings
Network Discovery J PP E

Network Configuration

Chnge Hanmgement ®
I fp mEEE General Include in File

Web Console Timeout:
5

Management Interface DHCP Relay i Include in File 0]
DHCP Relay can only be enabled for appliances running OS 4.5 and above. Appliances will Ignore this request if requirement Is not met.
DHCP Server 1P Address:
[ Enable DHCP Relay 10.20.101
DNS O Include in File @
NTP O Include in File €]
O
Timezone ¥ Include in File €]
Time Zone:
EST

3. Select Includein file for the required settings and specify the parameter values for the settings.
For more information, see appliance settings table.

4. Click Export. In the Save as dialog box, enter a name for the appliance settings file and click
Save. The Export Appliance Settings dialog box appears.

5. In the Destination field select Managed Appliances and select the appliances for which you
want to export the appliance settings to.
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Export Appliance Settings @EI
Destination:
Managed Appliances ﬂ

Export the settings file to the selected managed appliances.

Showing1-Zzof 2 Search

W] Select ~lsite Name : Appllance 1D Management P Model  [Communication State  [Transfer Status
k] DC:0 10.102.29.235 Ccovpx not_polling Idie

¥l Branchone-0 10.102.29_245 cowpx not_polling Idie

| Export | Cancel

Note

To download the appliance settings to your local computer, in the Destination field select File
Download.

6. Click Export.

Remote LTE site management

July 16,2021

Citrix SD-WAN Center allows you to remotely view and manage all the LTE sites in your network. It
includes appliances connected through an internal LTE modem or external USB LTE modem.

The Citrix SD-WAN appliances such as Citrix SD-WAN 210 SE LTE and 110 LTE Wi-Fi appliances have a
built-in internal LTE modem. You can also connect an external 3G/4G USB modem on the following
Citrix SD-WAN appliances.

« Citrix SD-WAN 210 SE
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« Citrix SD-WAN 210 SE LTE
« Citrix SD-WAN 110 SE
« Citrix SD-WAN 110 LTE Wi-Fi SE

CDC Ethernet, MBIM, and NCM are the three types of external USB modems supported. You can con-
figure the APN settings and Enable/Disable modem through the new Citrix SD-WAN GUI and Citrix
SD-WAN Center. Mobile broadband operations are not supported on CDC Ethernet USB modems.

Perquisites for external LTE modem:

+ Use the supported USB LTE dongles. The supported dongle hardware models are Verizon
USB730L and AT&T USB800.

+ EnsurethataSIM cardisinsertedintothe USB LTE dongle. The CDC Ethernet LTE dongles are pre-
configured with a static IP address, this interferes with the configuration and cause connection
failure or intermittent connection, if the SIM card is not inserted.

+ Before inserting a CDC Ethernet LTE dongle into the SD-WAN appliance, connect the external
USB stick to a Windows/Linux machine and ensure that the internet is working properly with
proper APN and Mobile Data Roaming configuration. Ensure that the Connection mode of the
USB dongle is changed from the default value Manual to Auto.

Note

+ The Citrix SD-WAN appliances support only one USB LTE dongle at a time. If more than one
USB dongle is plugged in, unplug all the dongles and plug in only one dongle.

« The Citrix SD-WAN appliances do not support user name and password for USB modems.
Ensure that the user name and password feature is disabled on the modem during setup.

« Un-plugging or rebooting an external MBIM dongle impacts the internal LTE modem data
session. This is an expected behaviour.

+ When an external LTE modem is plugged-in, the SD-WAN appliance takes about 3 minutes
to recognize it.

Operations that are supported on internal and external modem:s:

External modem -CDC  External modem -

Operations Internal modem Ethernet MBIM and NCM
SIM preference Yes - For appliances No No
that support dual SIM
SIM PIN Yes No No
APN settings Yes No Yes
Network settings Yes No No
Roaming Yes No No
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External modem - CDC

External modem -

Operations Internal modem Ethernet MBIM and NCM
Manage firmware Yes No No
Enable/Disable Yes No Yes

modem

Reboot modem Yes No No

Refresh SIM Yes No No

To remotely manage the LTE sites in your network, in the SD-WAN Center Ul, navigate to Configuration
> Mobile Broadband. All the LTE appliances, across sites, managed by the SD-WAN Center is listed

here.

For a multi-region deployment, you can select a region for which you want to manage the LTE sites.

The Default_Region is selected by default.

You can also select the LTE appliance model and modem type.

To list out the appliances using an external modem, navigate to Configuration > Mobile Broadband.
Select External Modem as the modem type.

Remote Management and LTE Site Support

Modem Actions:

O~ [ SkeName Proguct Name

O ReenHIN0

uuuuu

PDPTyge: Profile Name:

prafile PN Name: Gatewsy Asgrass 100,122 112788

Erimary Ds:

HUAWELMOBILE

MSISON:

MED Number:

Note

100.122.112.165

1P Asaress WsiNareer  [wssoN [ m Decals

semzsoaay ©

The SIM PIN and other LTE modem configurations are currently not supported for external
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modems.

To list out the appliances using an internal modem, navigate to Configuration > Mobile Broadband.
Select Internal Modem as the modem type.

Note

The LTE operations are different for different LTE models.

1P Aaaress 1M51 Nurmber WSESON el pciveFrmware | oecats |

107123770 A0AL46068965937 6769804040085

10315363 404860410065257 015724000050945

76082422 S ISDM:

You can select either a single appliance or multiple appliances to perform the following LTE modem
operation:

- Enable: Enable the modem at the selected sites.
+ Disable: Disable the modem at the selected sites.
+ Reboot: Reboot the modem at the selected sites.

+ APN: Configure the APN settings for the selected sites. For more information, see Configure APN
settings.

« Firmware: This option is applicable for 210 LTE appliance only. Browse and select the required
firmware. You can choose to upload only or upload and apply the firmware file on the selected
sites. From the list of available firmware you can choose to apply it or delete it.
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Note

In multi-region deployment, the firmware operations for non-default region sites cannot
be done from the SD-WAN Center Headend. You can perform Firmware operations from
the specific region’s Collector SD-WAN Center.

+ Refresh SIM card: Refresh the SIM card by turning it OFF and turning it back ON at the selected
sites. This operation is performed to detect the new SIM card inserted into the 210 SE LTE mo-
dem.

» SIM Preference: This optionis applicable for the 110 LTE appliance only. The 110 LTE appliance
support dual SIM and you can set the SIM preference.

+ Network Mode: You can select the mobile network on Citrix SD-WAN appliances that support
internal LTE modem. The supported networks are 3G, 4G, or both. For 110 LTE appliances, select
the SIM on which to apply the changes.

« Roaming: The roaming option is enabled by default on your LTE appliances, you can choose to
disable it. For 110 LTE appliances, select the SIM on which to apply the changes.

You can also configure LTE functionality on individual LTE appliances. For more information, see Con-
figure LTE functionality on 210 SE LTE.

For information about configuring a 110-LTE-WIFI appliance, see Configure LTE functionality on 110
LTE Wi-Fi.

APN settings

APN is the name of the settings your appliance reads to set up a connection to the gateway between
the carrier’s cellular network and the public internet. You can obtain the APN information from the
carrier and remotely configure the APN settings on one or more LTE appliances.

Note

APN settings vary from carrier to carrier.

To configure APN settings:

1. Inthe SD-WAN Center Ul navigate to Configuration > Mobile Broadband. Select the LTE sites
for which you want to configure APN settings and click APN.
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APN Settings

SIM:
SIM One v

APN:

fast.t-mobile.com

Username: |

Password:

Authentication:

None v

Apply Settings on Selected Sites

Note: APN and Username must contain a
combination of only
letters,numbers,underscore(_),commercial
at(@),dot(.) or dash(-).

2. Fora 110 LTE appliance, select the SIM on which the APN settings is applied.

3. Enter the APN name, Username, Password, and Authentication provided by the carrier. You
can choose from PAP, CHAP, PAPCHAP authentication protocols. If the carrier has not provided
any authentication type, set it to None.

4. Click Apply Settings on Selected Sites.

Citrix SD-WAN Center as a license server

May 5, 2021

You can acquire the licenses for the appliances in your network, upload and installit in SD-WAN Center.
To use SD-WAN Center as the remote license server, configure the IP address of SD-WAN Center as the
remote server for centralized license management. For more information see, Centralized License

Management.

After you push the network configuration to the sites through the change management process, and
once the configuration is activated, the branch appliances automatically obtain the licenses from the
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SD-WAN Center.

For these licenses to be used one must assign the licenses to the host of the SD-WAN Center itself.

To view the license details of all the appliances discovered by SD-WAN Center navigate to Configura-

tion > Licensing > Network Summary.

Network_Summary License Details File Management
Show| 100 v entries

Site Name A License Server State Model MAXBW
u3-men-conf 10.102.74.42:27000 Licensed VA0OVW 100 M/S
u3-men-conf
u3-nodi-conf Locally Licensed Licensed  V1000VW 1000 Mbps
u3-nod2-conf Locally Licensed Licensed VI100vW 100 Mbps
u3-nod2-conf

Showing 1to 3 of 5 entries

The following parameters are displayed:

« Site Name: The name of the Site.

Feature

SE

SE

SE

SE

SE

Search:

Maintenance Expiry License Expiry
SatDec 1 00:00:00 2018 Sun Dec 2 00:00:00 2018
SatDec 1 00:00:00 2018 Sun Dec 2 00:00:00 2018
SatDec 1 00:00:00 2018 Sun Dec 2 00:00:00 2018

License Type

Retail

Retail

Retail

+ License Server: The IP Address and port number of the license server. If the license was in-

stalled locally on the appliance, it is displayed as “Locally Licensed”.

« State: The current license state of the appliance, Licensed or Unlicensed.

« Model: The appliance model that the license supports.

« MAXBW: The maximum bandwidth permitted by the license.

 Feature: The Citrix SD-WAN edition that the license supports.

+ Maintenance Expiry: The expiry date of Citrix Subscription Advantage.

Note

During Software upgrade, if the software build date is higher than the Maintenance Expiry

date then the software upgrade is not allowed.

« License Expiry: The expiry date of the license.

« License Type: The type of license.

To upload and install license files in SD-WAN Center:

1. Obtain the license for the Citrix SD-WAN appliances and save it on your local computer.
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Note

For instructions on obtaining a Citrix SD-WAN software license, contact Citrix SD-WAN Cus-

tomer Support.

2. Inthe SD-WAN Center GUI, navigate to Licensing > File Management.

3. In the Upload File section, click Browse. Select the license file from your local computer and

click Upload and Install.

The installed license files are listed in the Files drop-down menu, you can choose to view or

delete the license files.
Configuration / Licensing / File Management

Network_Summary License Details File Management

Host Id: 721b41628921

Upload File

Browse..

Files
File

VPXVW_100_SERVER_RETAIL_720GP_15A_1000-Servers.lic v
- — — — Jiew
VPXVW_100_SERVER_RETAIL_720GP_1SA_1000-Servers lic

CCB_2000EE-300_SSERVER_Retail lic

Note

The Host ID is the SD-WAN Center host ID, used to generate the license files. The license files
generated using a different host ID cannot be uploaded and installed on Citrix SD-WAN Center.

You can view the details of all the license files uploaded and installed on Citrix SD-WAN Center, at a
glance, by navigating to Configuration > Licensing > License Details.

Configuration / Licensing / License Details

Network_Summary License Details File Management

Host Id: 721b41628921

Show | 100 v entries

Search:

Model A Used Count Total Count Maintenance EXpiry
2000EE-300 o 1 Sun Dec 100:00:00 2018
viogww 2 1000 Sun Dec 100:00:00 2018

Showing 1 to 2 of 2 entries

The following parameters are displayed:

License Expiry
Sun Dec 100:00:00 2018

Sun Dec 1 00:00:00 2018

License Type
Retail

Retail
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+ Model: The appliance model that the license supports.

+ Used Count: The number of appliances on which this license is installed.

« Total Count: The total number of appliances on which this license can be installed.
+ Maintenance Expiry: The expiry date of Citrix Subscription Advantage.

+ License Expiry: The expiry date of the license.

« License Type: The type of license.

Deploy Citrix SD-WAN on Azure from Citrix SD-WAN Center

May 5, 2021

Citrix SD-WAN for Azure enables organizations to have a direct secure connection from each branch to
the applications hosted in Azure eliminating the need to backhaul cloud bound traffic through a data
center.

Prerequisites

« Citrix Workspace Cloud credentials.

« Azure subscription credentials

« Azure application and service principal with the role-based access control, see How to: Use the
portal to create an Azure AD application and service principal that can access resources.

+ Once the service principal is created, make a note of the following details:

Azure Subscriber ID
Tenant ID
Application ID

Secret Key

+ Perform the change management on the MCN/SD-WAN Center using the ctx-sdw-sw-
XXXXXXX.ZIp.
+ From Citrix SD-WAN Center, discover the MCN and pull the active config.

To deploy Citrix SD-WAN on Azure from SD-WAN Center, navigate to Configuration > Cloud Connec-
tivity > Azure > Automated Azure Deployment.
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Repaorting Administration Nitro API

Conf i / Cloud C i I Azure | A

Network Discovery
Network Configuration
Cloud Connectivity Deployment €]

Zero Touch Deployment
playm Cloud Connectivity Deployment requires login inte Citrix Workspace Cloud.

Change Management

Appliance Seings Cloud € q Intermaet and from Citrix Cloud for the D feature.

) Ensure that pop-ups are allowed from your SOWAN Center I Address,
Mobile Broadband

Licensing
Login to Citrix Workspace Clowd

Cloud Connectivity v
Cloud Direct
Azure v
Virtual WAN
Automated Azure Deployment
Security

Log in with Citrix Cloud credentials.

Automated Azure deployment

Dashboard Fault Manitoring Caonfiguration Reporting Nitro API

Configuration / Cloud Connectivity / Azure [ Automated Azure Deployment

ATURE REGION

Metwork Discovery

Network Configuration

Zero Touch Deployment

Change Management SITE NAME VM NAME VM SIZE

Appliance Settings

Maobile Broadband

Licensing
Cloud Connectivity v
Cloud Direct
No rows found
Azure i
Virtual WAN

Automated Azure Deployment

Security »
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Click Settings option and provide the Azure subscription details. Click Pull Active Config option to
retrieve the active running config from the MCN.

Settings

Deploy Citrix SD-WAN in Azure

To deploy the Citrix SD-WAN in Microsoft Azure:

1. Click Add a Site to add a new SD-WAN instance. It initiates the creation of an SD-WAN virtual
machine on Azure under your current subscription.

As part of this deployment, it also:

+ Automatically adds SD-WAN configuration for the newly added site to the current active
configuration on MCN.

+ Performs the change management.

« Apply the MCN’s software version and configuration to this new site.

Complete the Basic settings, Virtual Machine, and Virtual Network settings.
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Dashboard Fault Manitoring Configuration Reporting Administration Nitro AP

<

Configuration / Cloud C: ivity / Azure J
Network Discovery

Network Configuration N . .
w o Basic Settings Basic Settings

Zero Touch Deployrment Az Region *
Virtual Machine

‘Change Management Choose VM settings
Appliance Settings Virtual N rk
Choase VNet settings
Mabile Broadband
Licensi Summary
g Confirm
Clowd Connectivity ~ Br-eastus
Cloud Direct
Azure s

Wirtual WAN

Automated Azure Deployment

Security >

Under Basic Settings, select the region and resource group from the drop-down list. Once the
region is selected, the resource group drop-down list shows all the existing resource groups in
this region under this subscription.

NOTE:

To add a site, the resource group must be empty.

You can choose an existing empty resource group or click Create New option to create a new

one.
Create a resource group

Resource group *

resource-groupl

2. Site name is auto generated with the region name. You can still edit the site name as needed.

NOTE:

Ensure that the site name maintains the SD-WAN site name requirements and is unique in
the SD-WAN network.

The Azure VM name is generated from the site name in AZ-regionname-sitename format.

3. Click Next to configure the virtual machine.
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Basic Settings

Virtual Machine
Choose VM settings

Virtual Network
Choose VNet settings

Summary
Confirm

Virtual Machine Settings

Username *

lohn

Close

Provide a User name, Password, and Confirm password. By default, the VM size is auto filled

with the standard size. Click Change Size to select a different VM size if needed.

NOTE:

This user credential provided during deployment has read-only access to the Azure SD-

WAN. For administrative privileges, use admin credentials.

Select a VM Size

VM SIZE

Standard_D3...

« Standard_D4..

Standard_F16

Standard_F8

4. Click Next to perform the virtual network settings.

OFFERING
Staﬁgald
Standard
Standard

Standard

FAMILY VCPUS
General purp... 4
General purp... 8

Compute opti.. 16

Compute opti... 8

RAM (GB)

14

28

32

16

DATA DISKS

16

32

64

32

MAX IOPS TEMPORARY 5.
16x500 200 GB
32x500 400 GB
64x500 256 GB
32x500 128GB

Page 1 of1

PREMIUMDISK

No

No

No

No

Close

5. Select virtual network from the drop-down list. The list contains all the virtual network in the
chosen Azure region.
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Dashboard Fault Monitaring Configuration Reporting Administration Nitro API

. / Cloud © ity /| A ! Aur
Network Discovery o e "

Network Configuration

Basic Settings Virtual Network Settings Create Subnet

Zero Touch Deployment Virtuad Netwerk
virtual Machine
Change Management Choose VM settings wnet] [ResourceGroupl)
Appliance Settings virtual Network
Choose VNet settings
Mobile Broadband
Licensh Summary
ensing Confirm
Cloud Connectivity ™ snet-lan - (10.0.1.0/24)
Cloud Direct WAN Submet *
Azure “ snet-wan - (10.0.2.0/24)
Virtual WAN Route Table Name * Route Table Address Prefix *

Automated Azure Deployment

Security -

Close Previous

You can deploy the site on an existing virtual network or create a new virtual network. Click
Create New to create a new virtual network. Provide the Virtual network name, Address space
(specify a custom private IP address space), Subnet name, and Subnet address space.

Create Virtual Network

Name *
VirtualNetworkl

Address Space ©
10.1.0.0/16

Subnet Name "
VirtualSubnetl

Subnet Address Space ”

10.1.0.0/24

conc

6. Select a subnet for management.
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Dashboard Fault Monitoring Reporting Administration Nitro API

Configuration / Cloud Connectivity / Arure / Automated Azure De| ment
Network Discovery o ! v ploy

Network Cenfiguration

Basic Settings virtual Network Settings Create Subnet
Zero Touch Deployment Virtual Hatwork ®

Virtual Machine
Change Management Choose VM settings vnetl (ResourceGroupl)

Address Space10.0.00/16
Appilance Settings virtual Network

Choose VNet settings
Mobile Broadband

Licensing ?:::?n'lary
Clowd Connectivity v
Cloud Direct
Azure
Virtual WAN Route Table Mame * Route Table Address Prefix*
Automated Azure Deployment
Security »

Close Previous

7. You can also create a subnet using the Create a Subnet option (from the top right corner).

Create Subnet

Name "
VirtualSubnet]|
Address Space
10.1.2.0/24
Virtual network: vnetl

Resource group: ResourceGroupl

cnce

8. From the drop-down list, choose different subnet for LAN and WAN and provide the Routing
Table Name along with the Routing Table Address Prefix. The Routing Table Address Pre-
fix is the destination address space that is redirected to this SD-WAN appliance. Other target
address will be redirected by Azure routing.

NOTE:

The Routing Table is associated with the LAN subnet. If the chosen LAN subnet already has
an associated route table, then that route table will be displayed and cannot be modified.
Otherwise you can specify the routing table name.

9. Click Next to review and confirm the setting detail and click Create.
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Dashboard Fault Administration Nitro API

Manitoring

Canfiguration Reporting

Metwork Discovery c { Cloud € y / Awre Azure
MNetwork Configuration N
9 Basic Settings summary
Zero Touch Deplayment Basic § irtual k Setti
Virtual Machine asic Settings Virtual Netwaork Settings
Change Management Choose VM settings
Resource Group ResourceGroupl Virtual Network wnetl
Appliance Settings Virtual Network Azure Region eastus Management Subnet Name: snet-mgmi
Choose Viet settings
Mobile Eroadband SD-WAN Version 102 :!:::gemenl Subnet Address 10000724
Site Name: Br-pastus
Licensing z:‘nT[nr:aw LAN Subnet Name snet-lan
Virtual Machine Settings
LAN Subnet Address Prefix 10010024
Cloud Connectivity v
Username John WAN Subnet Name snet-wan
Cloud Direct g
Wirtual Machine Size Standard_D3_v2 WAN Subnet Address Prefix 10.0.2.0/24
Azure ~
Route Table Name customertable
Virtual WAN Route Address Prefix 20.1.00/16
Automated Azure Deployment
Security #

Close Previous

A status message appears on the top stating that the deployment initiated successfully.

Dashboard Fault Monitoring Configuration Reporting Administration Nitra API

[« ion / Cloud C ity / Azure / Agure

Network Discovery

Network Configuration | SD-WAN deployment initiated successfully. The deployment process could take few minutes to complete. Click View Status button in the deployment list page to know the status. |

Zero Touch Deployment
Basic Settings Summary
Change Management . . X X
virtual Machine Basic Settings Virtual Network Settings
Appliance Settings Choose VM settings
Resource Group ResourceGroupl Virtual Network wnetl
Mobile Broadband Virtual Network Agure Risgion eastus Management Subnet Name SREL-FRgmL
Choose WNet settings
Licensing SD-WAN Version 102 r;:xogmenlsublmmdms 1000074
Site Narme: Br-eastus
Cloud Connectivity v E’::;':‘"y LA Subnet Name snetlan
Virtual Machine Settings
Cloud Direct LAN Subnet Address Prefix 1001.0/24
Username Jahn :
Azure v WAN Subnet Name Snet-wan
Witual Machine Size  Standard_D3_v2 WAN Subnet Address Prefic 1002.0/24
Wirtual WAN

Automated Azure Deployment

Route Table Name

Route Address Prefix

customertable

2010.0/16

Security >

Close

The deployment might take time to complete so it is recommended that you click View Status to get
the latest update about the deployment status.

As part of the deployment:

+ Thevirtual machine is created in the selected Azure region.
+ Asite is automatically added to the active SD-WAN configuration in the SD-WAN.
+ Change management is performed on the newly provisioned Azure VM.

Once the deployment is succeeded, the virtual paths are formed between the MCN and Azure site. If
the deployment encounters error, the process is rolled back and all the auto-created resources are
reverted.
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By default, the site is placed as part of the default routing domain. It belongs to the default region
using the default auto path group.

Configuration / Clowd Connectivity / Azure / Automated Azure Deployment
Network Discovery ) d L

Please make sure that the single step upgrade file (cbr-sdw-sw-xo0o00.zip) is uploaded in change management screen on the MCH.
Network Configuration

Change Management
Appliance Settings

5245  Standard_D3_v2 3891243113 SDC5245 Wit US vnet2 Running/Configu
Mobile Broadband

az547 AZ-westus-az5247 Standard_D3_v2 10442196163 SDC5247 West US wnetaaa Runnin: a
Licensing

Cloud Connectivity

Cloud Direct
Azure

Virtual WAN

Automated Azure Deployment

Security

+ Site Name: Name of the Citrix SD-WAN site. This site name is used in the Citrix SD-WAN config-
uration.

« VM Name: Name of the Virtual Machine (VM) that is provisioned in Azure.
+ VM Size: The VM size that was selected while creating the site.
+ Management IP: Management IP address that was assigned to the newly created SD-WAN VM.

+ Resource Group: Resource groups are logical constructs and data exchange across resource
groups is always possible. The Azure virtual machine belongs to this resource group. The new
resources created during the deployment of the Citrix SD-WAN, are grouped under this resource
group. If there is any error during the deployment, the resources created in this resource group
will be deleted.

« Azure Region: Represents the location of the resource group and its resources.
« VNet: Virtual network that is being used by the site.

« Status: Provides the VM’s status.

Click Refresh button to get the latest site status. You can Start or Stop the VM anytime for the selected
site. You can select only one site at a time.

When the deployment is complete, login to MCN or Citrix SD-WAN Center to view the status of virtual
paths.

Zero Touch Deployment

May 5, 2021
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Note

The Zero Touch Deployment service is supported only on select Citrix SD-WAN appliances:

« SD-WAN 110 Standard Edition

« SD-WAN 210 Standard Edition

+ SD-WAN 410 Standard Edition

« SD-WAN 2100 Standard Edition

+ SD-WAN 1000 Standard Edition (reimage required)

+ SD-WAN 1000 Enterprise Edition (Premium Edition) (reimage required)
« SD-WAN 1100 Standard Edition

+ SD-WAN 1100 Premium (Enterprise) Edition

+ SD-WAN 2000 Standard Edition (reimage required)

+ SD-WAN 2000 Enterprise Edition (Premium Edition(reimage required)
« SD-WAN AWS VPX instance

Zero Touch Deployment (ZTD) Service is a Citrix operated and managed cloud service which allows
discovery of new appliances in the Citrix SD-WAN network, and automates the deployment process
for branch offices. The ZTD Cloud Service is accessible from any node in the network via Internet, and
over Secure Socket Layer (SSL) protocol.

The ZTD Cloud Service securely communicates with backend Citrix Network services storing identi-
fication of customers who have purchased Zero Touch capable devices (e.g. SD-WAN 410-SE, 2100-
SE). The backend services are in place to authenticate any Zero Touch Deployment request, properly
validating association between the Customer Account and the Serial Numbers of Citrix SD-WAN appli-
ances.

ZTD High-Level Architecture and Workflow
Data Center Site

Citrix SD-WAN Administrator —A user with Administration rights of the SD-WAN environment with
the following primary responsibilities:

+ Configuration creation using Citrix SD-WAN Center Network Configuration tool, orimport of con-
figuration from the Master Control Node (MCN) SD-WAN appliance
« Citrix Cloud Login to initiate the Zero Touch Deployment Service for new site node deployment.

Note

If your SD-WAN Center is connected to the internet through a proxy server, you have to configure
the proxy server settings on the SD-WAN Center. For more information, see Proxy Server Settings
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for Zero Touch Deployment.

Network Administrator —A user responsible for Enterprise network management (DHCP, DNS, inter-
net, firewall, etc.)

+ If necessary, configure firewalls for outbound communication to FQDN sdwanzt.citrixnetworkapi.net
from SD-WAN Center.

Remote Site

Onsite Installer —A local contact or hired installer for on-site activity with the following primary re-
sponsibilities:

Physically unpack the Citrix SD-WAN appliance.

Reimage non-ZTD ready appliances.

- Required for: SD-WAN 1000-SE, 2000-SE, 1000-EE, 2000-EE
- Not required for: SD-WAN 410-SE, 2100-SE

Power cable the appliance.

Cable the appliance for internet connectivity on the Management interface (e.g. MGMT, or 0/1).

Cable the appliance for WAN link connectivity on the Data interfaces (e.g. apA.WAN, apB.WAN,
apC.WAN, 0/2, 0/3, 0/5, etc).

Note

The interface layout is different each model, so please reference the documentation for identifi-
cation of data and management ports.

itris Zoro T
VPV InTernat

TCP Port: 443
) 1. Request to deploy new branch in
a rone (S0-WAN admin associates

new branch node with the correct
MCHN through Configuration)

Inbernet 1. Initiates process
TCP Port: 443 connecting securely
with the ITD service

Internet/MPLS
wrzn , (-] =
SO-WAN — 58 3. Branch contacts MCN 0 - 5 SO-WAN - SE SO-WAM - 5T
zone hased on ZITD ICH — Tons 1 MCH — Zoew 7 |WAEN = Zone 3]

installed configuration
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The following prerequisites are required before starting any Zero Touch Deployment service:

+ Actively running SD-WAN promoted to Master Control Node (MCN).

« Actively running SD-WAN Center with connectivity to the MCN through Virtual Path.

« Citrix Cloud Login credentials created on https://onboarding.cloud.com (reference the instruc-
tion below on account creation).

+ Management network connectivity (SD-WAN Center and SD-WAN Appliance) to the Internet on
port 443, either directly or through a proxy server.

« Internet connectivity on port 443 to access the SD-WAN Center web portal for the ZTD initial
setup.

« (optional) At least one actively running SD-WAN appliance operating at a branch office in Client
Mode with valid Virtual Path connectivity to MCN to help validate successful path establishment
across the existing underlay network.

The last prerequisite is not a requirement, but allows the SD-WAN Administrator to validate that the
underlay network allows Virtual Paths to be established when the Zero Touch Deployment is complete
with any newly added site. Primarily, this validates that the appropriate Firewall and Route policies are
in place to either NAT traffic accordingly or confirm ability for UDP port 4980 can successfully penetrate
the network to reach the MCN.

Zero Touch
Deployment Service Citrix Cloud Login SO-WAN Center
= —-—
TCP Port: 443

Serial Number I TCP Port: 443

Zero Touch Deployment Service Overview

The Zero Touch Deployment Service works in tandem with the SD-WAN Center to provide an easier de-
ployment of branch office SD-WAN appliances. SD-WAN Center is configured and used as the central
management tool for the SD-WAN Standard and Enterprise (Premium) Edition appliances. To utilize
the Zero Touch Deployment Service (or ZTD Cloud Service), an Administrator must begin by deploying
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the first SD-WAN device in the environment, then configure and deploy the SD-WAN Center as the cen-
tral point of management. When the SD-WAN Center, release 9.1 or later, is installed with connectivity
tothe publicinternet on port 443, SD-WAN Center automatically initiates the Cloud Service and install
necessary components to unlock the Zero Touch Deployment features and to make the Zero Touch
Deployment option available in the GUI of SD-WAN Center. Zero Touch Deployment is not available
by default in the SD-WAN Center software. This is purposely designed to make sure the proper prelim-
inary components on the underlay network are present before allowing an Administrator to initiate
any on-site activity involving Zero Touch Deployment.

After a working SD-WAN environment is up and running registration into the Zero Touch Deployment
Service is accomplished through creating a Citrix Cloud account login. With SD-WAN Center able to
communicate with the ZTD service, the GUI exposes the Zero Touch Deployment options under the
Configuration tab. Logging into the Zero Touch Service authenticates the Customer ID associated with
the particular SD-WAN environment and registers the SD-WAN Center, in addition to unlocking the
account for further authentication of ZTD appliance deployments.

Using the Network Configuration tool in SD-WAN Center, the SD-WAN Administrator will then need
to utilize the templates or clone site capability to build out the SD-WAN Configuration to add new
sites. The new configuration is used by the SD-WAN Center to initiate the deployment of ZTD for
the newly added sites. When the SD-WAN Administrator initiates a site for deployment using the
ZTD process, he or she has the option to pre-authenticate the appliance to be used for ZTD by
pre-populating the serial number, and initiating email communication to on-site installer to begin
on-site activity.

The Onsite Installer receives email communication that the site is ready for Zero Touch Deployment
and can begin the installation procedure of powering on and cabling the appliance for DHCP IP
address assignment and internet access on the MGMT port. Also, cabling in any LAN and WAN
ports. Everything else is initiated by the ZTD Service and progress is monitored by the utilizing the
activation URL. In the event the remote node to be installed is a cloud instance, opening up the
activation URL begins the workflow to automatically install the instance in the designated cloud
environment, no action is needed by a local installer.

The Zero Touch Deployment Cloud Service automates the following actions:

Download and Update the ZTD Agent if new features are available on the branch appliance.

+ Authenticate the branch appliance by validating the serial number.

+ Authenticate that the SD-WAN Administrator accepted the site for ZTD using the SD-WAN Center.
+ Pull the configuration file specific for the targeted appliance from the SD-WAN Center.

+ Push the configuration file specific for the targeted appliance to the branch appliance.

+ Install the configuration file on the branch appliance.

« Push any missing SD-WAN software components or required updates to the branch appliance.
» Push a temporary 10 Mbps license file for confirmation of Virtual Path establishment to the
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branch appliance.
« Enable the SD-WAN Service on the branch appliance.

More steps are required of the SD-WAN Administrator to install a permanent license file on the appli-
ance.

Zero Touch Deployment Service Procedure

The following procedure detail the steps required to deploy a new site using the Zero Touch Deploy-
ment Service. Have a running MCN and one client node already working with proper communication
to SD-WAN Center, as well as established Virtual Paths confirming connectivity across the underlay
network. The following steps are required of the SD-WAN Administrator to initiate the deployment of
zero touch:

SD-WAN Center
. ] ‘h.

o = -

- SD-WAN — SE
Site #1 (Client Node) SD-';'JJ'\F-.' ] SE Data Center
MCN

or Cloud

How to Configure Zero Touch Deployment Service

The SD-WAN Center has the functionality to accept requests from newly connected appliances to join
the SD-WAN Enterprise network. The request is forwarded to the web interface through the zero touch
deployment service. Once the appliance connects to the service, configuration and software upgrade
packages are downloaded.

Configuration workflow:

+ Access SD-WAN Center > Create New site configuration or Import existing configuration and
saveit.

+ Log in to Citrix Workspace Cloud to enable ZTD service. The Zero Touch Deployment menu
option is now displayed in the SD-WAN center web management interface.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 96



Citrix SD-WAN Center 11.3

+ In SD-WAN Center, navigate to Configuration > Zero Touch Deployment > Deploy New Site.

« Select an appliance, click Enable, and click Deploy.

« Installer receives activation email > Enter the serial number > Activate > Appliance is deployed
successfully.

To configure Zero Touch Deployment service:
1. Install SD-WAN Center with enabled Zero Touch Deployment capabilities.

a) Install SD-WAN Center with DHCP assigned IP address.

b) Verify that SD-WAN Center is assignment a proper management IP address and network
DNS address with connectivity to the public internet across the management network.

c) Upgrade the SD-WAN Center to the latest SD-WAN software release version.

d) With properinternet connectivity, the SD-WAN Center initiates the Zero Touch Deployment
(ZTD) Cloud Service and automatically download and install any firmware updates specific
to ZTD, if this call home procedure fails the following Zero Touch Deployment option will
not be available in the GUI.

Citrix SD-WAN Center R9_Z_1_33_5BE434 -

AdmifHIratien

I Zero Teuth Deplayment

e) Read the Terms and Conditions, and then select “I acknowledge that I have read and
agree to the above Terms and Conditions.”

f) Click the “Login to Citrix Workspace Cloud”button if a Citrix Cloud account has already
been created.

g) Login into the Citrix Cloud account, and upon receiving the following message of success-
fullogin, PLEASE DO NOT CLOSE THIS WINDOW UP, THE PROCESS REQUIRES ANOTHER
~20 SECONDS FOR THE SD-WAN CENTER GUI TO BE REFRESHED. The window should
close on its own when it is complete. ™
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h) To create a Cloud Login account follow the below procedure:
« Open a web browser to https://onboarding.cloud.com

« Click on the link for “Wait, I have a Citrix.com account.”

L. o Eorabnaad gy o il e 0 o o

Citrix Cloud

Sign Up
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Citrix Cloud

Mowve Faster, Work Better, Lower IT Costs

i) Sign-in with an existing Citrix account.

j) Once logged into SD-WAN Center Zero Touch Deployment page, you may notice that no
sites are available for ZTD deployment because of the following reasons:

« The active configuration has not been selected from the Configuration drop-down
menu

« All the sites for the current active configuration have already been deployed

« The configuration was not built using the SD-WAN Center, but rather the Configuration
Editor available on the MCN

« Sites were not built in the configuration referencing zero touch capable appliances
(e.g. 410-SE, 2100-SE, Cloud VPX)

2. Update the configuration to add a new remote site with a ZTD capable SD-WAN appliance
using SD-WAN Center Network Configuration.

If the SD-WAN configuration was not built using the SD-WAN Center Network Configuration, im-
port the active configuration from the MCN and begin modifying the configuration using SD-
WAN Center. For Zero Touch Deployment capability, the SD-WAN Administrator must build the
configuration using SD-WAN Center. The following procedure should be used to add a new site
targeted for zero touch deployment.

Design the new site for SD-WAN appliance deployment by first outlining the details of the new
site (that is, Appliance Model, Interface Groups usage, Virtual IP Addresses, WAN Links with
bandwidth and their respective Gateways).
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Important

You may notice any site node that has VPX selected as the modelis also listed, but currently
ZTD support is only available for the AWS VPX instance.
Note

« Make sure that you are using a support web browser for Citrix SD-WAN Center
« Make sure the web browseris not blocking any pop-up windows during the Citrix Work-
space Login

Branch Office Topology

Gateway:
172.1631.1 e EEE——. Active
172.16.31.0/24 '--?- Internet
Firewall
s . h VIP: 172.16.31.2
witc SD-WAN | aps.wan _
Dc — _.1"_ Active
pALAN e 2] ““'"“:\i/ Internet
VIR 17216302 172.16.30.1
apAWAN mter
MGMT
DHCP Server
Host DHCP- 172.16.30.11

172.16.30.0/24

This is an example deployment of a branch office site, the SD-WAN appliance is deployed physi-
cally in path of the existing MPLS WAN link across a 172.16.30.0/24 network, and using an exist-
ing backup link by enabling it into an active state and terminating that second WAN link directly
into the SD-WAN appliance on a different subnet 172.16.31.0/24.

Note

The SD-WAN appliances automatably assign a default IP address of 192.168.100.1/16. With
DHCP enabled by default, the DHCP Server in the network may provide the appliance a
second IP addressin a subnet that overlaps the default. This can possibly resultin a routing
issue on the appliance where the appliance may fail to connect to the ZTD Cloud Service.
Configure the DHCP server to assign IP addresses outside of the range of 192.168.0.0/16.

There are various different deployment modes available for SD-WAN product placement
in a network. In the above example, SD-WAN is being deployed as an overlay on top of
existing networking infrastructure. For new sites, SD-WAN Administrators may choose to
deploy the SD-WAN in Edge or Gateway Mode deployment, eliminating the need for a WAN
edge router and firewall, and consolidating the network needs of edge routing and firewall
onto the SD-WAN solution.

a) Open the SD-WAN Center web management interface and navigate to the Configura-
tion > Network Configuration page.
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Citrix SD-WAN Center

Dashboan Wt Miragoring

WOk ConfguEson - S0-AMANCONigetton

I etwark Configuestion

Wiew: Metwork Sites

T}

b) Make sure a working configuration is already in place, orimport the configuration from the
MCN.

c) Navigate to the Advanced tab to create a site.
d) Open the Sites tile to display the currently configurated sites.

e) Quickly built the configuration for the new site by utilizing the clone feature of any existing
site.

Basic

f) Populate all the required fields from the topology designed for this new branch site
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g) After cloning a new site, navigate to the site’s Basic Settings, and verify that the Model of

SD-WAN is correctly selected which would support the zero touch service.
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h) The SD-WAN model for the site can be updated, but do be aware that the Interface Groups
may have to be redefined since the updated appliance may have a new interface layout
then what was used to clone.

i) Save the new configuration on SD-WAN Center, and use the export to the “Change Man-
agement inbox”option to push the configuration using Change Management.

j) Follow the Change Management procedure to properly stage the new configuration, which
makes the existing SD-WAN devices aware of the new site to be deployed via zero touch,
you need to utilize the “Ignore Incomplete”option to skip attempting to push the configu-
ration to the new site that still needs to go through the ZTD workflow.

3. Navigate back to the SD-WAN Center Zero Touch Deployment page, and with the new active
configuration running, the new site is available for deployment.

a) In the Zero Touch Deployment page, under the Deploy New Site tab, select the running
network configuration file

b) After the running configuration file is selected, the list of all the branch sites with unde-
ployed SD-WAN devices that are supported for zero touch will be displayed

Applsn Suging

b Prgere

Citrix SD-WAN Center R9_2_1_23_SE8434 ~

Dashbaard Fault Monitoring Reporting Administration

t J Depioy New 58e

Deploy New Site

I Tero Touch Deployment
I f o ] @

c) Select the branch sites you want to configure for Zero Touch service, click Enable, and
then Deploy.
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Daploy Minw Site

d) ADeploy New Site pop-up window appears, where the Admin can provide the Serial Num-
ber, branch site Street Address, Installer Email address, and more Notes, if necessary.

Deploy Mew Sive L

12X Street Dx

oSl al “"f. il COM

Ik aer. s
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Note

The Serial Number entry field is optional and depending if it is populated or not, will result
in a change in on-site activity the Installer is responsible for.

o If Serial Numberfield is populated —Theinstaller in not required to enter serial number
into the activation URL generated with the deploy site command

« If Serial Number field is left black —The installer will be responsible for entering in the
correct serial number of the appliance into the activation URL generated with the de-
ploy site command

a) After clicking the Deploy button, a message will appear indicating that “The Site configu-
ration has been deployed.”

b) This action triggers the SD-WAN Center, which was previously registered with the ZTD
Cloud Service, to share the configuration of this particular site to be temporality stored
in the ZTD Cloud Service.

c) Navigate to the Pending Activation tab to confirm that the branch site information popu-
lated successfully and was put into a pending installer activity status.
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Deploy New Site Activation History Pending Activation
snowing 1-10f 1
Site Name A Sev1al No AsLalkey Emall Aalress SLaTuS AL
ThiR Eomipibestataes Tidinsna ey i—— 123 Sorewt Or Connecting

Azerotouch deploymentinthe PendingActivation state can optionally be chosen to Delete
or Modify, if information is incorrect. If a Site is deleted from the pending activation page,
it becomes available to be deployed in the Deploy New Site tab page. Once you choose
to delete the branch site from Pending activation, the activation link send to the installer
becomes invalid.

If the Serial Number field was not populated by the SD-WAN Administrator, the Status Field
indicates “Waiting for Installer’instead of “Connecting.”

4. The next series of activities is performed by the On-site Installer.

a) Thelnstallerverifiesthe mailbox forthe email address that the SD-WAN Administrator used
when deploying the site.

MetScaler SD-WAN Cloud Service Actrvation Link @ ThiBR

Heedla,

Tio aciivale your appliance piease wse the following URL
hiips ffsdeanst ciroemetsorkapd netroolsdwansisnl appiance/aciivaie Tacivationoode=JT 2{Fe 365 1b-4662 Sab 1 -F3bba0d kT

Insialier Mobes trom the g
[ A [y and cable I

TaLameT, o Al

e M
ThiiR

ARAITERS

Chers,

Tha beam af Cifnx Cloud Sendces

b) Open the zero touch deployment Activation URL in an internet browser window.

c) Ifthe SD-WAN Administrator did not pre-populate the serial number in the deploy site step,
then the Installer would be responsible for locating the serial number on the physical ap-
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pliance and entering the serial number manually into the activation URL, then click the

Activate button.

Zero Touch Deployment Service

d) If the Admin pre-populating the Serial Number information, the Activation URL will have
already progressed to the next step.

—O—0—0—90

Wankine e brsialor

Zero Touch Deployment Service

ks WARMING:

e) Theinstaller must physically be on-site to perform the following actions:

+ Cable all WAN and LAN interfaces to match the topology and configuration built in
earlier steps.

+ Cable the management interface (MGMT, 0/1) in the segment of the network that pro-
vides DHCP IP address and connectivity to the Internet with DNS and FQDN to IP ad-
dress resolution.

« Power cable the SD-WAN appliance.

« Turn on the power switch of the appliance.

Note

Most appliances will automatically power on when the power cable is attached. Some
appliance may have to be powered on using the power switch on the front of the appliance,
others may have the power switch on the rear of the appliance. Some power switches
require holding the power button until the unit powers up.

5. The next series of steps are automated with the help of the Zero Touch Deployment service, but
requires that the following pre-requisites are available.

» The branch appliance should be powered up

« DHCP mustbe available in the existing network to assign managementand DNS IP address

+ Any DHCP assigned IP address requires connectivity to the internet with ability to resolve
FQDNs
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+ IP assignment can be configured manually, as long as the other pre-requisites are meet

a) Theappliance obtainsan IP address from the networks DHCP Server, in this example topol-
ogy this is achieved through the bypassed data interfaces of a factory default state appli-

Gateway
REcatRany [ 1 [ |
—— i
17216310024 --?-

OHIOP Assigned

Switch 7 asdress SD-WAN B - --.:.' o $
ApAWAN m

ance.

Power on NetScaler SD-WAN

172.06.301

DHCP Server

Host

! J
T

172.16.30.0/24

b) As the appliance obtains the web management and DNS IP addresses from the under-
lay network DHCP Server, the appliance initiates the Zero Touch Deployment Service and
download any ZTD related software updates.

c) With successful connectivity to the ZTD Cloud Service, the deployment process automati-
cally perform the following:

+ Download the Configuration File that is stored earlier by the SD-WAN Center
«+ Applying the Configuration to the local appliance

« Download and Install a temporary 10 MB license file

« Download and Install any software updates if needed

+ Activate the SD-WAN Service

Zero Touch Deployment Service

d) Further confirmation can be done in the SD-WAN Center web management interface, the
Zero Touch Deployment menu displays successfully activated appliancesin the Activation
History tab.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 107



Citrix SD-WAN Center 11.3

M . . il ST

rearl [ Aglnvates WLy

Activmion Hatory

I Zwm Touch Deployman

e) The Virtual Paths may not immediately show in a connected state because the MCN may
not trust the configuration handed down from the ZTD Cloud Service, and reports “Config-
uration version mismatch”in the MCN Dashboard.

Dashbeard Momitosing Cenfiguialion

Sydtaim SUatLE

st

VPK

MCH

10789750 -bOET- 2077 - 1T18-dThd 03T Sadb
Munagement IF Addrese 172.16.70.51

3 weelks, § days, 12 howrs, 45 minutes, 35.1 seconds

1 waekcs, 2 days, 20 howrs, 58 minutes, 57.0 seconds
Rzuteig Domaen Enabled: Default_RoutingDomain

Local Versions

9.2.1.23.588434

Apr 27 20717 at 05:23:20
VX

4.6

Virtual Path Service Status

Uptime: 1 howars, 12 minwtes, 48.0 seconds

f) The configuration is redelivered to the newly installed branch office appliance and the sta-
tusis monitored on the MCN > Configuration > Virtual WAN > Change Management page
(this process can take several minutes to complete).
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e g

[r—— Change Pecstas Ovarsien: -
S —
Step 1 Step 2 Step 3
Chaisges Projus s Agplisrds Stagivey Aauvation
---------- - wn s - = sac | ¥]
Carfmusatar Faraman
@

g) The SD-WAN Administrator can monitor the head-end MCN web management page for the
established Virtual Paths of the remote site.

Dashbaard Monitoring Configuratien

Saatistics L ¢ Satintics

Statistics

Patis | Sumimaary v F E - & 5

Path Statistics Summary

ter: [THI Amvy column
Mum From Link T Link Path State Wirtwal Path Service State Virtus

Coon GO0
oD GOOD
DC-B4 GOOD GOO0
GOG0 GOOD

arvries: phitered fram 24 ot

e o

h) SD-WAN Center can also be utilized to identify the DHCP assigned IP address of the on-site
appliance from the Configuration > Network Discovery > Inventory and Status page.
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Dashboard Falt L 1 Administrateon

g W

Ak i
H Pl A G Hame WAGTS Apdvess  WodE  Sensl Hummer e — Ry TATSESTY L Secoisiel Pl LaestAecond  Domesiosn
+ Shati i By - 17218 181 g B3 130 SANAI4  14B4SAI9A2 gAY 10l B4 158 -

C R
2

i) At this point the SD-WAN Network Administrator can gain web management access to on-
site appliance utilizing the SD-WAN overlay network.

Remote GUI access through Virtual Path

17236310/ {

Gateway:
(EFRLBGEY | | | |
|

e Router
e ) DHCP Server

! J

172.16.30.0/24

j) Web management access to the remote site appliance indicates that the appliance has
been installed with a temporary Grace License at 10 Mbps, which enables the ability for
the Virtual Path Service Status to report as active.
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Daihbesid Maniladang Configuratisn

Warning:
Geace boere installed. Please oblain hoense from Ciris loense portal aed stall o x

System Status

Thal &

1000

Cliemt

IFEPECMHYE
192.168.30.11

0 minates. 424 wiondy
19 minwtes. 312.0 seconds

mrg Demen rubled Defasull_RowtingDomain

Lol Versions

Fril May 12 00:1%12 2017
5.2.1. 23588434

Ape 31 01T ot GuldZ: 14
104H]

i

Wirtual Path Service Status

Upptime:  minutes, £9.0 seconds

k) The appliance configuration can be validated using the Configuration > Virtual WAN >
View Configuration page.
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Dashboard Mznitoring Condigue stson

§ WG
Grace omnie smlalied. Plawis obtasr ikense from Citim biceree postal and mdeal e
Cha W
* Applimce Setings Card e fhucl Vi Cordigur stion
= al Wik
Configuration
Visw Configuiratin 7
Bt Tra i, Purge F
=10
¥ sl P
AN T Carsiic
+ SyToem Wiareenanoe Site Configuration

[) The appliance license file can be updated to a permanent license using the Configuration
> Appliance Settings > Licensing page.

Dashboard Monitaring Loafige stion

1 'Warning
Gracw licorma imtalled Flass oblan lxemes from Citrin hicense portal and watall it
Clwar W
= Apph s LE 3 L driarsy
& ¥ teelace
Lawysnglamitssng License Status
= Aducte
Mgt Fis Lacensed
Loca
02caTaf 1 2ei0
Licenuing e DLt HetScales SO-WAN 1300 Serie
1 DOV - 020
+ Vienad VL
10 MEspa
. M/A
w7 e
Grace leconur inslalled. Pleass oblain license from Citria lcenue portal and mstall it
M/A
Sat May 37 02=48:57 2817

License Configuration

Upload License for this Appluance

Choose File | Ho fie chosen Lipkod andl |nsE

m) After uploading and installing the permanent license file, the Grace License warning ban-
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ner disappears and during the license install process no loss in connectivity to the remote
site will occur (zero pings are dropped).

On-prem zero touch

May 5, 2021

For instructions about how to deploy an SD-WAN appliance with Zero Touch Service, see the topic;
How to Configure Zero Touch Deployment Service.

AWS

May 5, 2021

Deploying in AWS

With SD-WAN release 9.3, zero touch deployment capabilities have extended to Cloud instances. The
procedure to deploy zero touch deployment process four cloud instances is slightly different from
appliance deployment for zero touch service.

1. Update the configuration to add a new remote site with a ZTD capable SD-WAN cloud device
using SD-WAN Center Network Configuration.

If the SD-WAN configuration was not built using the SD-WAN Center Network Configuration, im-
port the active configuration from the MCN and begin modifying the configuration using SD-
WAN Center. For Zero Touch Deployment capability, the SD-WAN Administrator must build the
configuration using SD-WAN Center. The following procedure should be used to add a new
cloud node targeted for zero touch deployment.

a) Design the new site for SD-WAN cloud deployment by first outlining the details of the new
site (i.e. VPX size, Interface Groups usage, Virtual IP Addresses, WAN Link(s) with band-
width and their respective Gateways).

Note

+ Cloud deployed SD-WAN instances must be deployed in Edge/Gateway mode.

« The template for the cloud instance is limited to three interfaces; Management,
LAN, and WAN (in that order).

 The available cloud templates for SD-WAN VPX are currently hard-set to obtain
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the #.#.#.#.11 IP address of the available subnets in the VPC .

Cloud Topology with NetScaler SD-WAN

VIP: 192.168.100.11 VIP: 192.168.101.11

ethl eth2 Gateway IP
Private Subnet 1 192.168.101.1/24 nternet
192.168.100.0/24 LAN Subnet - e WAN Subnet Gatewa

SD-WAN - SE
(Cloud VPX)

192.168.102.11
eth0 | pgmt Subnet

This is an example deployment of a SD-WAN cloud deployed site, the Citrix SD-WAN de-
vice is deployed as the edge device servicing a single Internet WAN link in this cloud net-
work. Remote sites will be able to leverage multiple distinct Internet WAN links connecting
into this same Internet Gateway for the cloud, providing resiliency and aggregated band-
width connectivity from any SD-WAN deploy site to the cloud infrastructure. This provides
cost effective and highly reliable connectivity to the cloud.

b) Open the SD-WAN Center web management interface and navigate to the Configura-
tion > Network Configuration page.

Citrix SD-WAN Center

Dashboard Pt Mosataring

work Canfiguesion - S0-WANCcrfigeation

I Fetwark Confiquestian

WView: MNetwork  Sites

ey

¢) Make sure aworking configurationis already in place, orimport the configuration from the
MCN.

d) Navigate to the Basic tab to create a new site.
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e) Open the Sites tile to display the currently configured sites.

f) Quickly built the configuration for the new cloud site by utilizing the clone feature of any

existing site, or manually build a new site.

M dvanced

View: Global Sites

Filter Sites:

DC

| aws-sE
Azure-5E

Branch

David5410
ZTDBR1000
ZTDBR2000
ZTDBR2100
ZTDBRA10

g) Populate all the required fields from the topology designed earlier for this new cloud site

Keep in mind that the template available for cloud ZTD deployments are hard-set to utilize
the #.#.#.11 IP address for the Mgmt, LAN, and WAN subnets. If the configuration is not set
to match the expected .11 IP host address for each interface, then the device will not be
able to properly establish ARP to the cloud environment gateways and IP connectivity to
the Virtual Path of the MCN.
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Clone 5ite
Please review the following fields and make the appropriate changes for the new Site.

Site Name: Appliance Name: Secure Key:
AWS-SE o AWS-SE-CBVPX 4a460b14f0228091

Routing Domains

Enale.DefaulJ
I |

Name
. . v
Default_RoutingDomain
Virtual Interfaces Virtual [P Addresses
Name | VLANID | DHCP | Include | Virtual Interface Fﬁrhlal 1 Addresﬁ.ﬂ’reﬁ)Jl
E1VIan0 0 ¥ | E1Vian0 192.168.100.112)
E2Vian0 0 ¥ | E2Vian0 192.168.101.112)
Local Routes
oo et Domacnon
WAN Links
lockds WAN Link Access Type
E ¥ | AWS-INET o Public Internet
Access Interfaces
Il":ﬁffi Access Interface Virtual Interface | Virtual IP Address | Gateway |
¥ AWS-INET-A-1 E2VIan0 192.168.101.11 )| 192.168.101.1 @

h) After cloning a new site, navigate to the site’s Basic Settings, and verify that the Model of
SD-WAN is correctly selected which would support the zero touch service.

Edit Site Settings

Appliance Name:

AWS-SE-CBVPX CBVFXL v

[[] Enable Site as Intermediate Node CB400

CE410

] Enable Dynamic Virtual Paths

CB1000

CEB2000

CB2100
CE4000

CEB4100

CBVFX

CBVPXL

i) Save the new configuration on SD-WAN Center, and use the export to the “Change Man-
agement inbox”option to push the configuration using Change Management.

j) Followthe Change Management procedure to properly stage the new configuration, which
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makes the existing SD-WAN devices aware of the new site to be deployed via zero touch,
you will need to utilize the “Ignore Incomplete”option to skip attempting to push the con-
figuration to the new site that still needs to go through the ZTD workflow.

AppE Pugng

b P

L W—

2. Navigate back to the SD-WAN Center Zero Touch Deployment page, and with the new active
configuration running, the new site will be available for deployment.

a) In the Zero Touch Deployment page, under the Deploy New Site tab, select the running
network configuration file.

b) After the running configuration file is selected, the list of all the branch sites with unde-
ployed Citrix SD-WAN devices that are supported for zero touch will be displayed.

Citrix SD-WAN Center R9_3_0_161_612290 *

Dashboard Fault Monitoring Configuration Reporting Administration

Configuration / Zero Touch Deployment / Prepare New Site
Netwark Discovery 9 / ploy / Prep:

Network Configuration Prepare New Site Activation Histary Pending Activation
Zero Touch Dep
Configuration: | OnPremAppliance-ZTDV5 v
Change Management
Showing 1 -7 of 7 Search
Appliance settings Site Name A Appliance Type Enable
Azure-SE chvpxl
Branch cbvpx
Davids410 cb410
ZTDER1000 cb1000
ZTDBR2000 €b2000
ZTDBR2100 cb2100
ZTDBR410 cba10

c) Select the target cloud site you want to deploy using the Zero Touch service, click En-
able, and then Provision and Deploy.
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Site Name A Appliance Type ‘ Enable |
AWS-SE chvpx! Il
Azure-SE chvpx! (]
Branch chvpx (]
DavidS410 cha10 (]
ZTDBR1000 cb1000 a
ZTDBR2000 cb2000 a
ZTDBR2100 cb2100 a
ZTDBR410 cha1o a

d) Apop-up window will appear, where the Citrix SD-WAN Admin can initiate the deployment
for Zero Touch.

Populate an email address where the activation URL can be delivered, and select the Pro-
vision Type for the desired Cloud.

Provision and Deploy (o2

nestaller Ema

s talad S outionk com

e) After clicking Next, Select the appropriate Region, Instance size, populate the SSH Key
name and Role ARN fields appropriately.

Provision and Deploy AWS ]
US West (Oregon) v

AWS Instance Size
i ke g ¥

S5H Key Mame

aws-zld ®
Role ARM

amcaws: lam: " kel e Touch @

Note

Make use of the help links for guidance on how to setup the SSH Key and Role ARN
on the Cloud account. Also make sure the select region matches what is available on
the account and that the selected Instance Size matches VPX or VPXL as the selected
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model in the SD-WAN configuration.

f) Click Deploy, triggering the SD-WAN Center, which was previously registered with the ZTD
Cloud Service, to share the configuration of this site to be temporality stored in the ZTD
Cloud Service.

g) Navigate to the Pending Activation tab to confirm that the site information populated
successfully and was put into a provisioning status.

/ Zero Touch Deployment / Pending Activation

Pending Activation

Showing 1161
Site Name A Sertal No Instadler Emanl Address Status Action
AWS-SE

3. Initiate the Zero Touch Deployment process as the Cloud Admin.
a) Thelnstallerwill need to check the mailbox of the email address the SD-WAN Administrator
used when deploying the site.

NetScaler SD-WAN Cloud Service Activation Link @AWS-5SE

|{-I:'\I Citrix Zero Touch Service <sdwanservice@citrix.com:> ~ [l = 5 Replyall | v

oY e oA

NetScaler 3D-WAN Appliance Activation Information

To beqgin the process of activating your appliance, click hete
( Or paste this URL into your browser

hitps-'sdwanzt ciimenetworkapl. netroot'sdwanztv/appliancefact vale?

activationcode=567040818-abb8-4 TH)-9F1 7-0a2 083055457 )

Site Name AWS-SE
Address AWS - US West (Oregon)

Additional Notes

The NetScaler SD-WAN Team

S Thep o B St atcally R Ik BTl DR oo res reply 1
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b) Open the activation URL found in the email in an internet browser window.

c) Ifthe SSH Key and Role ARN are properly inputted, the Zero Touch Deployment Service will
immediately start provisioning the SD-WAN instance, otherwise connections errors will im-
mediately be displayed.

Zero Touch Deployment Service

Site Name: AWS-SE

Appliance provisioning...

Connecting Pending

Downloading Config Pending

Downloading Software Pending

Installing Software Pending

Applying Config Pending

Activating Pending

d) For additional troubleshooting on the AWS console, the Cloud Formation service can be
utilized to catch any events that occur during the provisioning process.

D CloudFoemation ~  Stacks

ﬂ niroducing StackSets

WS BLackSel 15 3 CONLEner for & Sl of AWS CloudFormanon siacks and 30w you 10 CIEse SL0KS BCP0SS muBiple AWS ACcounts and AW

- [ —

FiRar; Alive =
SEsck Narme Craated Tirs Fatua Datcngtion
- HNS-SE FONT-08-88 17 37 33 UTC-0000 CREATE _COMIPLET

Overview  Oulgefi  Relcercsl  Eventi  Templaits  Paamesers  Tagi  StackPolicy  Changs St

TN LT e Logieal i S FERBOA
¥ 83T UTCLO00 T ANS Dol oreaiion Sk ANE-SE
BT LTCLTO0 NS ECT Instance Womisibinod
EATE

v 75853 UTCAT0
» 7SS UTCLP0
® o OUF R UTCOTEG
& VFEAE UTCOTN0
15383 UTCOT00
13T LTC o700
P ITS36 UTCOT0
175835 UTCOT00

AN ECT EIPdasocigion
AN ECT EIPaaoriaion
ANE ECT nsiance

ANS ECT EIPARSC

AN ECT EIRAGOCinin
ANS ECT nslance

NS ECT EIPAsscciaton
ANE BT EIPAssociaion

AT DS SOCRN

WanE s 00mion

el Of DO Il

BiaSunOf S N

Sewcurce cregion infufed
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e) Allow the provisioning process ~8-10 minutes and activation another ~3-5 minutes to fully

complete.

f) With successful connectivity of the SD-WAN cloud instance to the ZTD Cloud Service, the
service will automatically perform the following:

« Download the site-specific Configuration File that was stored earlier by the SD-WAN
Center

+ Applying the Configuration to the local instance

« Download and Install a temporary 10 MB license file

« Download and Install any software updates if needed

« Activate the SD-WAN Service

Zero Touch Deployment Service

Site Name: AWS-SE

Apphance Activated

Connecting Completed

Downloading Config Completed

Downloading Software Completed

Installing Software Completed

Applying Config Completed

Activating Completed

g) Further confirmation can be done in the SD-WAN Center web management interface; the
Zero Touch Deployment menu will display successfully activated appliances in the Acti-
vation History tab.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 121



Citrix SD-WAN Center 11.3

Citrix SD-WAN Center R9_3_0_161_612290 ~ admin

Dashboard Fault Monitoring f t Repaorting Administration

Confguration | Zero Touch Deployment / Activation History

Activation History

Showing 1+ 10f 1

Site Name ~ Sarial Mo Address Saatus Detass Activation Date SLaTus Action

Aug 15 01:16:55 2017

ANS - US Waest

h) The Virtual Paths may notimmediately show in a connected state, this is because the MCN
may not trust the configuration handed down from the ZTD Cloud Service, and will report
“Configuration version mismatch”in the MCN Dashboard.

Dashboard Monitoring Configuration

System Status

Mame: DC

Model: VPX

Appliance Mode: MCN

Serial Number: b536a38c-5f48-b720-4f8d-b3f50b23f69f
Management IP Address: 172.16.10.30

Appliance Uptime: 1 weeks, 2 days, 3 hours, 50 minutes, 18.3 seconds
Service Uptime: 1 weeks, 2 days, 3 hours, 42 minutes, 19.0 seconds

Routing Domain Enabled: Default_RoutingDomain

Local Versions

Software Version:  9.3.0.161.612290
Built On: Aug 8 2017 at 14:45:01
Hardware Version: VPX

OS Partition Version: 4.6

Virtual Path Service Status

Virtual Path DC-Branch: Uptime: 1 days, 1 hours, 1 minutes, 12.0 seconds.
Virtual Path 'DC-DavidS410" is currently dead.
Virtual Path DC-ZTDER1000: Uptime: 1 days, 1 hours, 1 minutes, 12.0 seconds.

Virtual Path 'DC-ZTDER2000" is currently dead.
Virtual Path 'DC-ZTDER2100" is currently dead.

IR PSP e TT Y wantee R ERa FY |

Virtual Path 'DC-AWS-SE' is currently dead (Configuration version mismatch)

= 7

i) The configuration will automatically be redelivered to the newly installed branch office
appliance, the status of this can be monitoring on the MCN > Configuration > Virtual
WAN=> Change Management page (depending on the connectivity, this process can take
several minutes to complete).
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Dashboard Monitoring Configuration
+ Appliance Settings Configuration > Virtual WAN » Change Management
= Virtual WAN

View Configuration Overview Change Process Overview

Configuration Editor
hange Preparation The Change Management process allows a user to upload changes to the network, whether it b

Change Management ) N
processes that ensure that configuration changes and software updates are applied in a reliabl

Change Management Settings
Restart/Reboot Network

Enzble/Disable/Purge Flows

Dynamic Virtual Paths - Step 1 SteF
SD-WAN Center Certificates Cha“ge Preparation Appllance
Upload Files to MCN Transfer Files

+ system Maintenance
INEEEEEEEE MCN MCN EEE|

Clicking the Activate Staged button will skip to the Appliance Staging step, where you may switch to a pr

Configuration Filenames:  Active - OnPremAppliance-ZTDv5.zip Stac
Search
Currently Active Currer
Site-Appliance Model State
Software Config Software
DC-DC_SDWAN CEVPX 9.3.0.161.612290 10:55 on 8/18/17 9.3.0.161.612290
I AWS-SE-AWS-SE-CBVPX CBVPXL 6% l;.s.u.wm.euze:l
Azure-SE-Azure-SE-CEVPX CBVPXL Nt Connected
Branch-granch_SDWAN CBVPX 9.3.0.161.612290 10:55 on 8/18/17 9.3.0.161.612290

j) The SD-WAN Administrator can monitor the head-end MCN web management page for the
established Virtual Paths of the newly added cloud site.

Statistics onitoring  Statistics

Statistics

Paths (Summary) v| @ ensbieautoretresh |5 v |seconds| st | @ showistestdsa

Path Statistics Summary

er: WS | Any column | appy Show 100 7 |entries

Num From Link To Link Path State Virtual Path Service State Virtual Path Service Type BOWT Jitter (mS) Loss %

k) If troubleshooting is required, open the SD-WAN instances user interface using the public
IP assigned by the cloud environment during provisioning, and utilize the ARP table in the
Monitoring > Statistics page to identify any issues connecting to the expected gateways,
or utilize the trace route and packet capture options in diagnostics.
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Statistics Manitaring Statistics

Statistics

« | ARP

ARP Statistics

n | Any column v

Show| 100 ¥ |entries  Showing 1122 of 2 entries
Num Intesface VLAN IP Addr MAC Addr State Reply Age{mS)

—

Azure

May 5,2021
With SD-WAN release 9.3, zero touch deployment capabilities have extended to Cloud instances. The

procedure to deploy zero touch deployment process for cloud instances is slightly different from ap-
pliance deployment for zero touch service.

Updating the configuration to add a new remote site with a ZTD capable SD-WAN cloud
device using SD-WAN Center Network Configuration

If the SD-WAN configuration was not built using the SD-WAN Center Network Configuration, import
the active configuration from the MCN and begin modifying the configuration using SD- WAN Center.
For Zero Touch Deployment capability, the SD-WAN Administrator must build the configuration using
SD-WAN Center. The following procedure should be used to add a new cloud node targeted for zero

touch deployment.

1. Design the new site for SD-WAN cloud deployment by first outlining the details of the new site
(i.e. VPX size, Interface Groups usage, Virtual IP Addresses, WAN Link(s) with bandwidth and
their respective Gateways).

Note
+ Cloud deployed SD-WAN instances must be deployed in Edge/Gateway mode.

« The template for the cloud instance is limited to three interfaces; Management, LAN,
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and WAN (in that order).

» The available Azure cloud templates for SD-WAN VPX are currently hard-set to obtain
the 10.9.4.106 IP for the WAN, 10.9.3.106 IP for the LAN, and 10.9.0.16 IP for the Man-
agement address. The SD-WAN configuration for the Azure node targeted for Zero
Touch must match this layout.

« The Azure site name in the configuration must be all lowercase with no special char-
acters (e.g. ztdazure).

Azure Cloud Topology with NetScaler SD-WAN

VIP: 10.9.3.106 VIP: 10.9.4.106

ethl eth2 Gateway IP
10.9.4.1/24
Private Subnet _ oo / Internet
10.9.3.0/24 LAN Subnet JooC T Gatewa

SD-WAN - SE
(Cloud VPX)

VIP: 10.9.0.106
eth0 | Mgmt Subnet

This is an example deployment of a SD-WAN cloud deployed site, the Citrix SD-WAN device is
deployed as the edge device servicing a single Internet WAN link in this cloud network. Remote
sites will be able to leverage multiple distinct Internet WAN links connecting into this same In-
ternet Gateway for the cloud, providing resiliency and aggregated bandwidth connectivity from
any SD-WAN deploy site to the cloud infrastructure. This provides cost effective and highly reli-
able connectivity to the cloud.

2. Open the SD-WAN Center web management interface and navigate to the Configuration > Net-
work Configuration page.
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Citrix SD-WAN Center R9_3_1_35_624646 -

Dashboard Fault Monitoring C uration Reporting Administration

c I Network Ct -0 ppliance-ZTD_MR5

Network Discovery

I Network Configuration View Tutorial / Citrix Support

Zero Touch Deployment OnPremAppliance-ZTD_MRS

Change Management

Appliance Settings = H
Basic @ Netw. | * ®
oo ] } cmy
sites N0 Washington \ @ - 4
DC / /Y —_ A
E_M(h Oregon ¢ No— | 4
[ zroaws [ [ wahe | | southDakota |
$ L
fo |oue I 2 N,
Celer s Hansas -

. Make sure aworking configurationis already in place, orimport the configuration from the MCN.
. Navigate to the Basic tab to create a new site.
. Open the Sites tile to display the currently configured sites.

. Quickly built the configuration for the new cloud site by utilizing the clone feature of any existing

site, or manually build a new site.

=E

Advanced

View: Global Sites

I
Filter Sites:
DC

Branch

e

. Populate all the required fields from the topology designed earlier for this new cloud site.

Keep in mind that the template available for Azure cloud ZTD deployments is currently hard-
set to obtain the 10.9.4.106 IP for the WAN, 10.9.3.106 IP for the LAN, and 10.9.0.16 IP for the
Management address. If the configuration is not set to match the expected VIP address for each
interface, then the device will not be able to properly establish ARP to the cloud environment
gateways and IP connectivity to the Virtual Path of the MCN.
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Itisimport that the site name be compliant with what Azure expects. The site name must bein
all lower case, at least 6 characters, with no special characters, it must confirm to the following
regular expression Ala-z][a-z0-9-]{1,61}[a-z0-9]$.

Clone Site

Please review the following fields and make the appropriate changes for the new Site.

Site Name:
ztdazure

Appliance Name:

azure-CBVPXL

Routing Domains

Name Enable!Delault!

Default_RoutingDemain d

Virtual Interfaces

| VLANID | DHCP ‘

Name
E1Vian0 0
E2VIan0 0

Local Routes

Includ E!Netwu rk Add ress!Routi ng Dom a'lnIGatEwayjl

WAN Links

Virtual IP Addresses

[x]

Secure Key:
6796bbadd1c8da2

Include Virtual Interface

L4 E1Vian0

td E2Vian0

irtual IP Ad dlassfFreﬁle
10.9.3.106/24

10.9.4.106/24

Include
Link

E Ld

WAN Link

Azure-INET

Access Interfaces

Access Type

Public Internet

Include
,mer,acg! Access Interface Virtual Interface
#  Azure-WL-1-A1-1 E2Vian0
GRE Tunnels

Includ E!NameIEEUIEe Ile[lest'maliDn IP}Tunnel P/ FrEﬁiJI

10.9.4 106

Virtual IP Address

Gateway

10941

Cance'

8. After cloning a new site, navigate to the site’s Basic Settings, and verify that the Model of SD-
WAN is correctly selected which would support the zero touch service.
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Edit Site Settings

Appliance Name: Model:
azure-CBVPXL CBVPXL v
] Enable Site as Intermediate Mode CB400
- - CB410
[ Emable Dynamic Virtual Paths
CE1000

CB2100

CEB4000

CB4100

CB5100

CBVPX

CBVPXL

9. Savethenew configuration on SD-WAN Center, and use the export to the “Change Management
inbox”option to push the configuration using Change Management.

10. Follow the Change Management procedure to properly stage the new configuration, which
makes the existing SD-WAN devices aware of the new site to be deployed via zero touch, you
will need to utilize the “Ignore Incomplete”option to skip attempting to push the configuration
to the new site that still needs to go through the ZTD workflow.

Overview Appliance Staging

The prepared changes will now be distributed to all appliances in your network.
To stop the process at any time, click Abort.
©Once the desired appliances are staged, click Next to continue to the Activate screen.

Change Preparation

Appliance Staging

Activation Transfer Progress:

40%

2/ 5 appliances finished

0.04 / 213.19 Mbytes transferred

Stage Packages

Abort | [ Ignore Incomplete

Currently Prepared:  Configuration - OnPremAppliance-ZTD_MR4_1.zip Software - Current Running

Configuration Filenames: Active - OnPremAppliance-ZTD_MR4_1.zip Staged - OnPremAppliance-ZTD_MR4_1.zip
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Navigate to the SD-WAN Center’s Zero Touch Deployment page, and with the new
active configuration running, the new site will be available for SD-WAN Center
Provision and Deploy Azure (Step 1 of 2)

1. In the Zero Touch Deployment page, login with your Citrix account credentials. Under the De-
ploy New Site tab, select the running network configuration file.

2. Aftertherunningconfiguration fileis selected, the list of all the branch sites with ZTD capable Cit-
rix SD-WAN devices will be displayed.

Citrix SD-WAN Center R9_3_1_35_624646

Dashboard Fault Monitoring Configuration Reporting Administration

. Configuration / Zero Touch Deployment / Prepare New Site
Network Discovery 9 plev P

Network Configuration Prepare New Site Activation History Pending Activation
Zero Touch Deployment
Configu ’a(u:i ConPremAppliance-ZTD_MRS ¥ I ®
Change Management
Showing 1-2af 3 Search
Appliance Settings
Site Name A Appliance Type Enable
Branch cbvpx
ZTDAWS chvpxl

mdazure chvpx!

3. Select the target cloud site you want to deploy using the Zero Touch service, click Enable, and
then click Provision and Deploy.

Configuration / Zero Touch Deployment / Prepare New Site

Prepare New Site Activation History Pending Activation
Configuration: | OnPremAppliance-ZTD_MR5 v @
Showing 1-30of 3 Search
Site Name A Appliance Type | Enable ‘
Branch chvpx
ZTDAWS chvpx!
ztdazure chvpx!
Provision and Deploy

4. A pop-up window will appear, where the Citrix SD-WAN Admin can initiate the deployment for
Zero Touch. Validate that the site name complys with the requirements on Azure (lowercase
with no special characters). Populate an email address where the activation URL can be deliv-
ered, and select Azure as the Provision Type for the desired Cloud, before clicking Next.
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Provision and Deploy Izl

Site Name:

zidazure

Installer Email:

ztdinstaller@outlook.com

Provision Type
AZURE v

5. After clicking Next, the Provision and Deploy Azure (step lof 2) window will require input of
obtained from the Azure account.

Copy and paste each required field after obtaining the information from your Azure ac-
count. The steps below outline how to obtain the required Subscription ID, Application ID,
Secret Key, and Tenant ID from your Azure account, then proceed by clicking Next.

Provision and Deploy Azure (step 1 of 2) El
Subscription 1D:
52dd5bd9-2671-4cd3-8029-0/7d68108d53

Application ID:
2382ebde-09b4-42c8-9098-0bddGe 113a54

Secret Key:

omSRZX0bY 2T+GzJbP0goCotmIfBEMS. .

Tenant ID:
335836de-42ef-43a2-b145-348c2eeYcash

SSH Public Key:

ssh-rsa

AAAABINZAC IyC2EAAAABJOAAAQEAMIIZmEFUhPLSVINVh+
22piG3uv2ishYIBaEAnH3y3lazetEhhIENg4rAT+LPSoZcB.JLHR3
nAEAImey Tiwmit1Yddy339ciasEDmPEWEzqeyF GaQOiDF] | 4

e =

-

a) Onthe Azure account, we can identify the required Subscription ID by navigating to “More
Services”and select Subscriptions.
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&

Resource groups ¥
App Services

All resources *
SQL databases

Subscriptions

SQL data warehouses

i Cost Management + Billing
¥ Azure Cosmos DB

- Help + support e
Virtual machines
Load balancers cameEdTE

@ Virtual machines *

Storage accounts

& Virtual machines {classic)
Virtual networks

Virtual machine scale sets
Azure Active Directory

% Container services
Monitor

Batch accounts
Advisor

‘ﬂ' Service Fabric clusters

Security Center

Cloud services (classic)
Cost Management + Billing

Remotespp collections 2
Help + support

Container registries
More services >

Availability sets

b) Toidentify the required Application ID, navigate to Azure Active Directory, Application reg-
istrations, and click New application registration.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 131



Citrix SD-WAN Center 11.3

= citrix systems inc. - App registrations

+ New

I=| Dashboard

+ New application registration EE Endpoints % Troubleshoot

O Overview

Quick start To view and manage your registrations for converged applications, ple:

All resources Search by name or Appld
MANAGE

Resource groups A Users and groups
- DISPLAY NAME ADDLICATION TYPE

App Services Enterprise applications
casonboarding Web app / AP

SQL databases B Devices (Preview)

citrix-xd-61cb4bab-c7fd-4481-a664-d! Web app / AP

SQL data warehouses B App registrations
aa-CTXITEA-DT_Vi5:3uHDVmOISTAIF Web app / AP

P Azure Cosmos DB £ Application proxy

shashispahdi Web app / AP

Virtual machines - ANZSEEBC({OId) Web app / AP
Azure AD Connect

Load balancers xm-devops1-cloudops ‘Web app / AP

#=/ Domain names

| | FrmresTE e Citrix-xd-26e05661-1205-41d9-8212-6 Web app / AP

5 Virtual networks [ WebApp-contosoeventsweb-drazurey Web app / AP

Company branding
CitrixCloudStein Web app / AP

BEERROBR

. Azure Active Directory & :
User settings

KM-EMS-UiTestVaultAccess ‘Web app / AP
Properties [ ]

G’ Monitor

¢) Inthe app registration create menu, enter a Name and a Sign-on URL (this can be any URL,
the only requirement is that it must be valid), then click Create.

* Name @

sdwanztd |

Application type @
Web app / AP v
* Sign-on URL @

https://citrix.com

|

d) Search for and open the newly created Registered App, and note the Application ID.
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£} settings  # Manifest [ Delete

Essentials

Display name Application ID

sdwanztd 2382ebde-09b4-4ec8-9098-0bddoe113a54
Application type et

Web app / 4P d3cdeecd-94dB-4641-8cc3-fT022658cb48
Home page Managed application in local directory

hittps://citrix.com sdwanzto

All settings =»

e) Again open the newly created Registration App, and to identify the required Security Key,
under API Access, select Required permissions, to allow a third party to provision and

instance. Then select Add.

sdwanztd Settings x Required permissions
Bt A venies @ oo P e Grant ermisions
- APPLCATION PERMIS.. D
Appiication 1D
2382ebde-09b4-4ec8-9098-0bdd6e113354 Properties > Windows Azure Active Directory (MicrosoftAzureAct., 0 1
Ovject D

18-4641-8cc3-17022658ch48 = Reply URLs >
ppiication in local directory
| =& Owners >

All settings

>

K >
TROUSLEEMOGTING + SURRORT

¥ Troubleshoot >

New support request >

f) When adding the Required permissions, Select an API, then highlight Windows Azure
Service Management API.
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Add API access X Select an API
1 Select an AP >
2 Office 365 Exchange Online (MicrosoftExchange)

Microsaft Graph

Office 365 SharePoint Online (Microsoft.SharePoint)

Office Hive

Skype for Business Online (Microsoft.Lync)

Office 365 Yammer (Microsoft.YammerEnterprise)

Power Bl Service (Microsoft.Azure.AnalysisServices)

Microsoft Rights Management Services (Microsoft.Azure.RMS)
Microsoft Intune API (MicrosoftintuneAPI)

Arure Ke‘-i' Vault

Windows Azure Service Management API

Azure Data Lake
Office 365 Management APls
OneNote

Microsoft Visual Studio Team Services (Microsoft Visual Studio Onling)

g) Enable Delegate Permissions to provision instances, then click Select and Done.
Add API access X Enable Access O X

1 Select an AP l:‘ APPLICATION PERMISSIONS REQUIRES ADMIN

‘Windows Azure Service Manag...
Mo application permissions available.

2 Select permissions > DELEGATED PERMISSIONS REQUIRES ADMIN

0 role, 1 scope

+| Access Azure Service Management as organization users (preview) @ Neo

h) Forthis Registered App, under APl Access, select Keys, and create a secret key description
and the desired duration for the key to be valid. Then click Save which will produce a
secret key (the key is only required for the provisioning process, it can be deleted after
the instance is made available).
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ms inc. - App registrations » sdwanztd > Settings > Keys

Settings X Keys
/f) Filter settings x Discard
GEMERA DESCRIPTION EXPIRES /AL
Properties > || keyl | | In 1 year Value will be
— Reply URLs > Duration
In 1 year
;.ﬂ Owners >

In 2 years

Mever expires

Required permissions >
Keys >
TROUBLESHCOTING + SUPPORT
K Troubleshoat >

New support request >

i) Copy and save the secret key (note you will not be able to retrieve this later).
Keys O X
l_:| Save M Discard
Copy the key value. You won't be able to retrieve after you leave this blade.

DESCRIPTION EXPIRES VALUE
keyl 10/10/2018 omS5RZX9bY2T+Gz)bP0goCgtm1fBEMS360gKSnAWbdAM=

Duration v Value will be

j) Toidentify the required Tenant ID, navigate back to the App registration pane, and select
Endpoints.

citrix systems inc. - App registrations

Azure Active Directory

+ MNew application registration ’( Troubleshoot

To view and manage your registrations for converged applications, please visit the Microsoft Application Cons

Overview

Quick start

sdwan

MAMAGE

£ Users and groups

DISPLAY NAME

sdwan-report-api
sdwan-report-swvc
sdwanztd

k) Copy the Federation Metadata Document, to identify your Tenant ID (note the Tenant ID

B}  Enterprise applications
D Devices (Preview)
I8 App registrations

i Application proxy
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is 36-character string located between the “online.com/”and the “/federation”in the URL).

FEDERATION METADATA DOCUMENT

https:/floginmicrosoftonline.com/3358... E

WS-FEDERATION SIGN-ON ENDPOINT

httos:/flogin.micresoftonline.com/3358... |I'|.|

[) Thelastitemrequiredisthe SSH Public Key. This can be created using Putty Key Generator
or ssh-keygen and will be utilized for authentication, eliminating the need for passwords
to log in. The SSH public key can be copied (including the heading ssh-rsa and trailing
rsa-key strings). This public key will be shared through SD-WAN Center input to the Citrix
Zero Touch Deployment Service.

'y

File Key Conversions Help

Key
Public key for pasting into OpenSSH authorized_keys file:

ssh-rsa AAAAB3NzaC 1yc2EAAAABJQAAAQEAMSIZmFuhPLSVINVh ~

+52piG3uv2ishYIBaE4nH3y3lazetEhhI6Ng4rAf

+LPSoZcBJLHh3NAEAJmeyJTiwmt61Yd4y339ciasEDmPEWEzqcyFGaQO/DFJROvdM

! RXN3dUnw4s96zV7k7KWOc0gv/17WyUHgww4psHm7UfmM-+8XPoXhbTzF8px

Confirm passphrase:

+n7uS0stEXyeBYsM2RBPcrfnwDYq3MEyy/FS5rYhgNKeCyMzK/5)0lgSyCa v
Key fingerprint: ‘ssh—rsa 2048 04:¢6:35:6b:13:ba:7d:0d:4e:15:4e:f3:aa:04:b6:a9 ‘
Key comment: ‘rsa—key—20‘| 71010 ‘
Key passphrase: ‘ ‘
| |

Actions

Generate a public/private key pair Generate

Load an existing private key file Load

Save the generated key Save public key Save private key
Parameters

Type of key to generate:

(® RSA (O DSA (O ECDSA () ED25519 () SSH-1(RSA)

Number of bits in a generated key: 2048

m) Additional steps are required to assign the application a role. Navigate back to More Ser-
vices, then Subscriptions.
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&

Resource groups b

App Services

All resources *
SQL databases

Subscriptions

SQL data warehouses

i Cost Management + Billing
¥ Azure Cosmos DB

- Help + support e
Virtual machines
Load balancers cameEdTE

@ Virtual machines *

Storage accounts

& Virtual machines {classic)
Virtual networks

Virtual machine scale sets
Azure Active Directory

% Container services
Monitor

Batch accounts
Advisor

‘ﬂ' Service Fabric clusters
Security Center

Cloud services (classic)
Cost Management + Billing

Remotespp collections 2
Help + support

Container registries
More services >

Availability sets

n) Select the active subscription, then Access control (AIM), next click Add.

o 2dd £ Search (Cirl+) o add | Rerove W Roles Q) Refresh P Help

My role @ Status @ vervien Name @ Type @
7 selected v 3 selected v Searc mail All e
Apply _—'ﬂ Access control (IAM)
1 items (1 Users)
X Diagnose and solve problems D
NAME TYPE

SUBSCRIPTI SUBSCRIPTION ID

COST MANAGEMENT + BILLING
Pay-As-You-Go 52dd5bd9-2671-ded... .. DWNER

Invoices

o) Intheadd permissions pane, select “Owner”role, assign access to “Azure AD user, group,
or application” and search for the registered app in the Select field to allow the Zero
Touch Deployment Cloud Service to create and configure the instance on the Azure sub-
scription.  Once the app is identified, select it and make sure it populates as a Selected
member before clicking Save.
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Add permissions x

Role @
Owner v
r—
Azure AD user, group, or application v
Select @
ztd v

mbx_ztduser
mbx_ztduser@citrite.net

Selected members:

=td Remove

m DiE:E e

p) After collecting the required inputs and entering them into SD-WAN Center, click Next. If
the inputs are not correct, you will encounter an authentication failure.

Azure Authentication Failure [x]

Access is denied
SD-WAN Center Provision and Deploy Azure (Step 2 of 2)

1. Once the Azure authentication is successful, populate the appropriate fields to select the de-
sired Azure Region, and the appropriate Instance Size, then click Deploy.
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Provision and Deploy Azure (step 2 of 2) lzl

Azure Region
West US v

Azure Instance Size
Standard_D4_v2 v

WAN subnet address prefix:
10.9.4.0/24

LAN subnet address prefix:
10.9.3.0/24

Management subnet prefix:
10.9.0.0/24

Cons Lo

2. Navigating to the Pending Activation tab in SD-WAN Center, will help track the current status
of the deployment.

Citl’iX SD-WAN Center R9_3_1_35_624646

Dashboard Fault Monitoring Configuration Reporting Administration

Configuration / Zero Touch Deployment / Pending Activation
Netwaork Discovery 9 / ploy ’ 9

Network Configuration Prepare New Site Activation History Pending Activation

Zero Touch Deployment

Showing 1-10f 1 Search
Change Management
Site Name A Serial No Installer Email Address Status ‘ Action ‘
Appliance settings BOF20EC1-ODEE-4902-8072-
ztdazure D593536C6C02 ztdinstaller@outiook.com AZURE-WestUS 2 Provisioning (m}

3. Anemailwith an activation code will be delivered to the email address inputted in step 1, obtain
the email and open the activation URL to trigger the process and check the activation status.

Focused Other Filter v NetScaler SD-WAN Cloud Service Activation Link @uswestazure
NetScaler SD-WAN Team

NetScaler SD-WAN Cloud Service A 344 PM @ NetScaler SD-WAN Team <sdwanservice@citrix.com> ~ B @ |-

NetScaler SD-WAN Appliance Activation Info... Today, 3:44 PM
You ¥

o~

SD-WAN li ivation Information

(Or copy and paste this link into your Browser’s address bar
https://sdwanzt.citrixnetworkapi.net/root/sdwanzt/v1/appliance/activate?
activationcode=4f19b443-7e89-4b69-9872-0f7ebeaaBac2).

Site Name uswestazure
Address AZURE - West US

Additional Notes

The NetScaler SD-WAN Team

=+ This s zn automarically generates emai, plezse 8o not reply ***
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4. Anemail with an activation URL will be delivered to the email address inputted in step 1. Obtain
the email and open the activation URL to trigger the process and check the activation status.

Zero Touch Deployment Service

Site Name- ztdazure

Appliance provisioning...

Connecting Pending

Downloading config Pending

Downloading software Pending

Installing software Pending

Applying config Pending

Activating Pending

5. It will take a few minutes for the instance to be provisioned by the SD-WAN Cloud Service. You
can monitor the activity on the Azure portal, under Activity log for the Resource Group which
is automatically created. Any issues or errors with the provisioning will be populated here, as
well as replicated to SD-WAN Center in the Activation Status.
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Resource groups
wer More

~+ New

Dashboard

e ndd @ assign Tags

Subscriptions: Pay-As-You-Go

All resources
Resource groups

REps A (@) NetScalerSOWAN-ztdazure

& sQLdatabases

SQL data warehouses
Azure Cosmos DB
Virtual machines
Load balancers
Storage accounts
virtual networks
Azure Active Directory
Monitor

b Advisor
Security Center

Cost Management + Billing

Help + support

Quickstart

Resource costs

Deployments

8

Folicies
IS Properties
a8 lods

Automation script

ifii Metrics
Alert rles
Diagnostics logs
@ Application insights

#* X E NetScalerSDWAN-ztdazure - Activity log

Columns

P eport
H

Select query . v

* Subscription ®

Al

Query retumed 10 items. Clck here &

& Log Analytics

o #

Resource group @
v | | NetScalerSDWAN-

Event category @

aats

s

& Operation log (classic)

Insights (Last 24
fired | 0 outage not
Resourt

the items as cs

0

yment | 0 role assignments. | 1 error | 0 alerts

Operation®

TION NAME
v @ Purchase
@ Write Deployments
@ Write NetworkSecurit
@ Write Virtuz INetworks
@ Write PubliclPAddress
@ Write Networkinterfac
@ Write StorageAccount
@ Write Virtu Machine:
@ Velidate

@ Update resource group

Succeeded

Succesded

Succesded

Accepted

Succesded

Succeeded

Succeeded

Succesded

Started

Started

Tme
Justnow

5 minago
5 minage
5 minage
5 minago
4minago
5 minage
lustnow

6 minage

6 minago

m Mp

Fri Oct 1320,

Fri Oct 13 20.

Fri Oct 1320,

Fri Oct 1320,

Fri Oct 13 20.

Fri Oct 1320,

Fri Oct 1320,

Fri Oct 1320,

Fri Oct 1320,

Fri Oct 13 20,

2d

2d

2d

6. In the Azure portal, the successfully launched instance will be available under Virtual

Machines. To obtain the assigned public IP, navigate to the Overview for the instance.

Virtual machines

—+ New

B Dashboard

+ add

Virtual machines and Virtual
machines classic) can now be
managed together in the combined
list below,

All resources

Resource groups

App Services Pay-As-You-Go

QL databases

L data warehouses

¢ Azure Cosmos DB

ztdazure .-
Virtual machines

Load balancers

Storage accounts

9 Virtual networks

@ Azure Active Directory

* < W

ztdazure

Vinual machine

A Comnect P 52

Oveniiew

W Activitylog

Access control (1AM)

Tags

Diagnose and solve problems

Extensions

Availability set

Configuration

Properties

Q Restart

<d3-802¢

Show data for |a:

CPU (average)

| ==Y

0-0f7d68108453

6 hours

12hours| 1

7oA

=> Move

day

Network (total)

7 days

) Refresh

Computer name
tdzzure

@ Delete

Oper
Linux

Size
Standard D-

cpus, 28 G8 memory)

30 days

7. After the VM is in a running state, give it a minute before the service will reach out and start the

process of downloading the configuration, software and license.
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Zero Touch Deployment Service

Site Name: ztdazure
Appliance Activated...

Connecting

Downloading config

Downloading software

Installing software

Applying config

8. After each of the SD-WAN Cloud service steps are automatically complicated, log in to the SD-
WAN instances web interface using the public IP obtained from the Azure portal.

Dashboard Monitoring Configuration

/i, Warning:
Grace license installed. Please obtain license from Citrix license portal and install it X

Clear Warning

System Status

Name: ztdazure

Madek: VPXL

Appliance Mode: Client

Serial Number: 0000-0005-7786-4927-4958-4331-78
Management IP Address: 10.9.0.106

Appliance Uptime: 6 minutes, 52.3 seconds

Serviee Uptime: 1 minutes, 58.0 seconds

Routing Domain Enabled: Default RoutingDomain

Local Versions

Configuration Created On: Fri Oct 13 16:30:55 2017

Software Version: 9.3.1.35.624646

Built On: Oct 22017 at 21:01:31
Hardware Version: VPXL

0OS Partition Version: 4.6

Virtual Path Service Status

Virtual Path DC-ztdazure Uptime: 1 minutes, 15.0 seconds.
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9. The Citrix SD-WAN Monitoring Statistics page will identify successful connectivity from the MCN

to the SD-WAN instance in Azure.

Dashboard Monitoring Configuration

4, Warning:
Grace license installed. Please obtain license from Citrix license portal and install it.

Clear Warning

Statistics | Monitoring > Statistics

Flows

Statistics
Routing Protocols

Show: | Paths (Summary) v | O Enable Auto Refresh Sainnda ¥ Show latest data.

Firewall

IKE/IPsec

Path Statistics Summary
Perfarmance Reports

Qos Reports

DHCP Server/Relay
Showing 1 to 2 of 2 entries

Bandwidth calculated over the last 0.851 seconds

[Filter: |in ‘ Any column v | Apply Show entries.
Usage Reports
~ Num* | From Link To Link Path State Virtual Path Service State Virtual Path Service Type BOWT Jitter (mS) Loss % kbps Congestion
Availability Reports
1 Azure-INET DC-INET GOOD ‘GOOD Static 2 2 0.00 1083 NO
Appliance Reports
2 DC-INET Azure-INET GOCD GOCD Static 2 2 0.00 17.60 NC

(o] (] (1) [t (i)

10. Furthermore, the successful (or unsuccessful) provisioning attempt will be logged in the SD-

WAN Center’s Activation History page.

Citrix SD-WAN Center

Dashboard Fault Monitoring Configuration Reporting

Configuration / Zero Touch Deployment / Activation Histol
Network Discovery 9 ploy! y

Network Configuration Prepare New Site Activation History Pending Activation

Zero Touch Deployment

Administration

R9_3 1 35 624646 ~ admin ~

Showing 1-10of1 Search
Change Management
Site Name A Serial No Installer Emall Address Status Detalls Activation Date Status |A:r|nn ‘
Appliance Settings . .
e ? C7364440-DA37- AZURE-West  Appliance Oct 14 15:10:13
ztdazure 4676-AF5D- ztdinstaller@outlook.com us Activated 2017 UTC Acuvated (]
CCDBE74220783

Proxy Server Settings for zero touch deployment

May 5, 2021

As a prerequisite for Zero Touch Deployment, the Citrix SD-WAN Center should be connected to the

internet. If your Citrix SD-WAN Center is connected to the internet through a proxy server, you have to

configure the proxy server settings on the Citrix SD-WAN Center.
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Note

This proxy server setting is used for Zero Touch Deployment only.

To configure zero touch proxy server settings:

1. Inthe SD-WAN Center web interface, navigate to Administration > Global Settings > Manage-

ment Interface.

2. Inthe Zero Touch Proxy Server Setting section, enter values for the following fields:

« IP Address: The IP address of the proxy server.

« Port: The network port number on which the proxy server accepts connections.

+ User Name: The proxy server user name
+ Password: The password for the proxy server.

Note

You can leave the User Name and Password field blank if there is no authentication con-

figured on the proxy server.

Zera Touch Proxy Server Settings

IP Address Port:
10.106.36.50 3128

User Name Password:

Apply

3. Click Apply, a confirmation dialog box appears.

Are you sure you wish to change the Zero Touch
Deployment proxy server settings?

NOTE: This operation may result in logging out
of Zero Touch configuration session with Citrix

Workspace Cloud

Apply Cance

4. Click Apply.
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Note

You can remove the proxy server settings altogether, if the Citrix SD-WAN Center is connected to
the internet directly. You can also remove the proxy server settings and configure another proxy

server, if required.

To remove proxy server settings:
1. Inthe Citrix SD-WAN Center web interface, navigate to Administration > Global Settings > Man-
agement Interface.

2. In the Zero Touch Proxy Server Setting section, click Remove.

Zero Touch Proxy Server Settings
IP Address: Port:
10.106.36.50 3128

User Name: Password:
johndog || sessesee

Remove

3. Click Remove, a confirmation dialog box appears.

Are you sure you wish to remove the Zero Touch
Deployment proxy configuration?

MOTE: This operation may result in logging out
of Zero Touch configuration session with Citrix
Workspace Cloud

| Remove || Cancel |

4, Click Remove.

Palo Alto Network Integration

May 5, 2021

Palo Alto networks deliver cloud-based security infrastructure for protecting remote networks. It pro-
vides security by allowing organizations to set up regional, cloud-based firewalls that protect the SD-

WAN fabric.
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Prisma Access service for remote networks allows you to onboard remote network locations and de-
liver security for users. It removes the complexity in configuring and managing devices at every re-
mote location. The service provides an efficient way to easily add new remote network locations and
minimize the operational challenges with ensuring that users at these locations are always connected
and secure, and it allows you to manage policy centrally from Panorama for consistent and stream-
lined security for your remote network locations.

To connect your remote network locations to the Prisma Access service, you can use the Palo Alto
Networks next-generation firewall or a third-party, IPSec-compliant device including
SD-WAN, which can establish an IPsec tunnel to the service.

+ Plan the Prisma Access Service for Remote Networks
+ Configure the Prisma Access Service for Remote Networks

+ Onboard Remote Networks with Configuration Import

The Citrix SD-WAN solution already provided the ability to break out Internet traffic from the branch.
This is critical to delivering a more reliable, low-latency user experience, while avoiding the introduc-
tion of an expensive security stack at each branch. Citrix SD-WAN and Palo Alto Networks now offer
distributed enterprises a more reliable and secure way to connect users in branches to applications
in the cloud.

Citrix SD-WAN appliances can connect to the Palo Alto cloud service (Prisma Access Service) network
through IPsec tunnels from SD-WAN appliances locations with minimal configuration. You can config-
ure Palo Alto network in Citrix SD-WAN Center.

Before you begin to configure the Prisma Access Service for Remote Networks, make sure you have
the following configuration ready to ensure that you are able to successfully enable the service and
enforce policy for users in your remote network locations:

1. Service Connection—If your remote network locations require access to infrastructure in your
corporate headquarters to authenticate users or to enable access to critical network assets, you
must set up Access to Your Corporate Network so that headquarters and the remote network
locations are connected.

If the remote network location is autonomous and does not need to access to infrastructure at other
locations, you do not need to set up the service connection (unless your mobile users need access).

1. Template—The Prisma Access service automatically creates atemplate stack (Remote_Network_Template_
and atop-level template (Remote_Network_Template) for the Prisma Access service for remote
networks. To Configure the Prisma Access Service for Remote Networks, you configure the
top-level template from scratch or leverage your existing configuration, if you are already
running a Palo Alto networks firewall on premise.
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The template requires the settings to establish the IPsec tunnel and Internet Key Exchange (IKE)
configuration for protocol negotiation between your remote network location and the Prisma
Access service for remote networks, zones that you can reference in security policy, and a log
forwarding profile so that you can forward logs from the Prisma Access service for remote net-
works to the Logging Service.

2. ParentDevice Group—The Prisma Access service for remote networks requires you to specify a
parentdevice group thatincludes your security policy, security profiles, and other policy objects
(such as application groups and objects, and address groups), as well as authentication policy
so that the Prisma Access service for remote networks can consistently enforce policy for traffic
that is routed through the IPsec tunnel to the Prisma Access service for remote networks. You
need to either define policy rules and objects on Panorama or use an existing device group to
secure users in the remote network location.

Note:

If you use an existing device group that references zones, make sure to add the correspond-
ing template that defines the zones to the Remote_Network_Template_Stack.

This allows you to complete the zone mapping when you configure the Prisma Access Service
for Remote Networks.

3. IP Subnets—In order for the Prisma Access service to route traffic to your remote networks, you
must provide routing information for the subnetworks that you want to secure using the Prisma
Access service. You can either define a static route to each subnetwork at the remote network
location, or configure BGP between your service connection locations and the Prisma Access
service, or use a combination of both methods.

If you configure both static routes and enable BGP, the static routes take precedence. While
it might be convenient to use static routes if you have just a few subnetworks at your remote
network locations, in a large deployment with many remote networks with overlapping subnets,
BGP will enable you to scale more easily.

Palo Alto network in SD-WAN Center

Ensure that the following prerequisites are met:

+ Obtain panorama IP address from PRISMA ACCESS service.
+ Obtain user name and password user in the PRISMA ACCESS service.
+ Configure IPsec tunnels in the SD-WAN appliance GUI.

+ Make sure the site is not onboarded to a Region, which already has a different site configured
with ike/ipsec profiles other than Citrix-IKE-Crypto-Default/Citrix-IPSec-Crypto-Default.
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+ Make sure that Prisma Access configuration is not changed manually when config is updated by
SD-WAN Center.

In the Citrix SD-WAN Center GUI, provide Palo Alto subscription information.

« Configure panorama IP address. You can obtain this IP address from Palo Alto (PRISMA ACCESS
service).

+ Configure user name and password used in the PRISMA ACCESS service.

Petwork Discavery
Metwork Conflguration
Zera Touch Deplayment

Change Management Subscription for Palo Alto Networks | % |
PancramaiP;
Appliance Settings.

Mabile Broadband LSt
Licensing

Cloud Connectivity »
Securty v

Zscaler
FPalo Alto Networks.

Add and deploy sites

1. Todeploythesites, choose the PRISMAACCESS network region and the SD-WAN site to be config-
ured for the Prisma Access region, and then select the site WAN link, bandwidth, and application
object for traffic selection.

Note:
Traffic flow is impacted if the selected bandwidth exceeds available bandwidth range.

You can choose to redirect all internet bound traffic to the PRISMA ACCESS service by se-
lecting the All traffic option under the Application object selection.
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Network Discovery
Wetwork Configuration
Zuro Touth Depleyment
Change Management
Agpiiance Sertings

Mobile Broadband
Licensing

Coud Connecthity >
Security ~

Zscaler

Palo Alto Networks

Configuration / Security | Paka Alta Nebwarks

Palo Alte Networks
Add
Show| 25 3 ewries Search

= | usEast(Ohic)
|

Region A

Ad
B US East (M. viginia)

‘Sha US East (Ohio}
U West (N, Califoeria)
US Wt {Dragon)
Canada (Montreal)
South America (530 Faulo}

Showing, EU(Franikturt)

Hject

Subseription || () |

Deployea sices Action
0 1]
Status Details.
Previows Next
Previous Mext

Network Discovery
Wetwark Configuration
210 Touth Deployment
Change Management
Appliance Settings

Wobile Broadband
Licensing

Cloud Conneetidty >
Security v

Zscaler

Palo Alto Networks

2. You can continue to add more SD-WAN branch sites as required.

Comfguration / Security / Palo Alto Networks

Palo Alto Networks
Acd

Sherw| 25 & erries Search

=) | US Esst (Ohio}
Add Sites

Show 10§ enaries

Sherwing 1101 of 1 eniries

Doplayed Sitas Action
° a
St Detads
Pravics o
Previous Next

Network Discovery
Network Configuration
Zero Touth Deployment
Change Management
AppiRance SETtings

Mobile Broadband
Licensing

Coud Connectivity >
Security ~

Zucaler

Palo Alto Netwarks

Confguration ( Security | Palo Alto Networks

Palo Alto Networks

Add |

Shaw 28 3 entries Search:
O]
= US EastiDhia)

Add Sites

Show| 10§ entries

Shawing 1101 of 1 entries

Repion A

Branch-WL-1 2Mbgs

BEWL- 2Mbps

.

Al Traffic isend to Falo. ...

Connection Actve

| subserigoon || 3 |

Depbayed Sites, Action
2
Statuss Detaits
L]
o
Previous Next
Previous Hext

3. Click Deploy. The change management process is initiated. Click Yes to continue.
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H Dapicying Sies wil initiate CRange Management,
Do you want to continue?

[ - 3

After deployment, the IPsec Tunnel configuration used to establish the tunnels is as follows.

Palo Alto Site Details £

Application Object

Application Object Name: appabject
Match Criterla
Match Type Application Application Family Protocol
application Office 365 Defaultioffice365_default)
IPsec Tunnels

Local IP: -
1921681003 135215966

MU Firewall Zone:

IKE Version: DH Group:

kevz group2

IKE Hash Algorithm: IKE Integrity:

shazsé shazsé

IKE Encryption: IKE Identity:

205256 auto

Identity Data 1Psex Tunnel Type:

- esp

PFS Group: IPsec Mismatch Behaviour:
nane drop

The landing page shows the list of all sites configured and grouped under different SD-WAN

regions.
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Dashboard Fault Monitaring figurat Reporting Administration Nitro

Add Subseription | £

---------------------

\\\\\

Verify end-to-end traffic connection:

« From LAN subnet of branch, access internet resources.
« Verify that traffic goes through Citrix SD-WAN IPsec tunnel to the Palo Alto Prisma Access.
« Verify that Palo Alto security policy is applied on traffic under the Monitoring tab.

« Verify response from internet to host in a branch comes through.

Microsoft Azure Virtual WAN

May 5, 2021

Microsoft Azure Virtual WAN and Citrix SD-WAN provide simplified network connectivity and central-
ized management across hybrid cloud workloads. You can automate configuration of branch appli-
ances to connect to the Azure WAN and configure branch traffic management policies according to
your business requirements. The built-in dashboard interface provides instant troubleshooting in-
sights that can save time and provides visibility for large-scale site-to-site connectivity.

Microsoft Azure Virtual WAN allows you to enable simplified connectivity to Azure Cloud workloads
and to route traffic across the Azure backbone network and beyond. Azure provides 54+ regions and
multiple points of presence across the globe Azure regions serve as hubs that you can choose to con-
nect to the branches. After the branches are connected, use the Azure cloud service through hub-to-
hub connectivity. You can simplify connectivity by applying multiple Azure services including hub
peering with Azure VNETs. Hubs serve as traffic gateways for the branches.

Microsoft Azure Virtual WAN offers the following advantages:
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+ Integrated connectivity solutionsin hub and spoke - Automate site-to-site connectivity and con-
figuration between on-premises and the Azure hub from various sources including connected
partner solutions.

+ Automated setup and configuration —Connect your virtual networks to the Azure hub seam-
lessly.

+ Intuitive troubleshooting —You can see the end-to-end flow within Azure and use this informa-
tion to take required actions.

Hub-to-Hub Communication

From 11.1.0 release onwards, Azure virtual WAN is supported hub-to-hub communication using Stan-
dard type method.

Azure Virtual WAN customers can now leverage Microsoft’s global backbone network for inter-region
hub-to-hub communication (Global transit network architecture). This enables branch to Azure,
branch-to-branch over the Azure backbone, and branch to hub (in all Azure regions) communica-

tion.

You can leverage Azure’s backbone for inter-region communication only when you purchase the Stan-
dard SKU for Azure virtual WAN. For pricing details, see Virtual WAN pricing. With the Basic SKU,
you cannot use Azure’s backbone for inter-region hub-to-hub communication. For more details, see
Global transit network architecture and Virtual WAN.

Hubs are all connected to each other in a virtual WAN. This implies that a branch, user, or VNet con-
nected to a local hub can communicate with another branch or VNet using the full mesh architecture
of the connected hubs.

You can also connect VNets within a hub transiting through the virtual hub, and VNets across hub,
using the hub-to-hub connected framework.

There are two types of virtual WAN:

+ Basic: Using the Basic method, the hub-to-hub communications happen within one region.
The Basic WAN type helps to create a basic hub (SKU = Basic). Basic hubs are limited to site-
to-site VPN functionality.

+ Standard: Using Standard method, hub-to-hub communications happen among different re-
gions. A Standard WAN helps to create standard hub (SKU = Standard). Standard hubs contain
ExpressRoute, User VPN (P2S), full mesh hub, and VNet-to-VNet transit through the hubs.
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= Microsoft Azure P Search resources, services and docs iG]

NN Covate WAN

Create WAN =

The wirtuul WAN seicnrce represnts & vitual sverley of your Auns setwork ad i & colection of mutipls rssurtes. Lo
Prject detuily
Subueription * WSOy SDWAN CA pravesn rsdjascganncitricom

Besource group * e -

Virtusl WAN detads

Bascurce group lacasian * —r

Harme *

Create Azure Virtual WAN service in Microsoft Azure

To create the Azure Virtual WAN resource, perform the following steps:
1. Loginto the Azure portal and click Create a resource.
= Microsoft Azure £ Search resources, services, and docs (G+/)

Azure services

® LJ \G ? - <7
Virtual WANs Resource Azure Active Subseriptions Virtual Virtual Virtual network Policy
groups Directory machines networks gateways

2. Search for Virtual WAN and click Create.

3. Under Basic, provide the values for the following fields:

+ Subscription: select and provide the subscription detail from the drop-down list.
+ Resource group: Select an existing resource group or create a new one.
Note

When creating the service principal to allow Azure APl communication, ensure to use
the same resource group that contains the Virtual WAN. Otherwise, SD-WAN Orches-
trator will not have sufficient permissions to authenticate to Azure Virtual WAN APIs
that enable automated connectivity.

+ Resource group location: Select the Azure region from the drop-down list.
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« Name: Provide the name for the new Virtual WAN.

« Type: select Standard type if you want to use hub-to-hub communication between differ-
ent regions, otherwise select Basic.

Create WAN

Basics Review + create

The virtual WAN resource represents a virtual overlay of your Azure network and is a collection of multiple resources.

Project details

Subscri ption Demo Center -

Resource group RG_AzureVirtualWAN

Virtual WAN details

Resource group location West US
Name AVWAN_USWEST

Type @ Standard

4. Click Review + create.

5. Reviewthedetails that you entered to create the Virtual Wan and click Create to finish the Virtual
WAN creation.

The deployment of the resource takes less than a minute.
Note

You can upgrade from Basic to Standard, but cannot revert from Standard back to Basic. For
steps to upgrade a virtual WAN, see Upgrade a virtual WAN from Basic to Standard.

Create a Hub in the Azure Virtual WAN

Perform the following steps to create a hub to enable connectivity from various different endpoints
(for example, on-premises VPN devices, or SD-WAN devices):

1. Select the previously created Azure Virtual WAN.

2. Select Hubs under Connectivity section and click + New Hub.
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5. AVWAN_USWEST | Hubs

Edit columns < New Hub | () Refresh
P Overview
— . Activity log
N. T4
Lo +o Add filter

Access control (LAM)

o - -
AVWAN_USWEST
ettt 9 g Hub Hub status

. No results
Settings

: Configuration

Ill properties
Locks

B Export template

Connectivity

7 Hubs

Bl VPN sites

2

& User VPN configurations

A\ ExpressRoute circuits

I» virtual network connections

3. Under Basic, provide the values for the following fields:

+ Region —Select the Azure region from the drop-down list.

« Name —Enter the name for the new Hub.

« Hub private address space —Enter the address range in CIDR. Select a unique network
that is dedicated for the hub only.

4. Click Next: Site to Site > and provide the values for the following fields:

+ Do you want to create a Site to site (VPN gateway)? —Select Yes.

+ Gateway scale units —Select the scale units from the drop-down list as needed.

Create virtual hub

Basics Site to site  Point to site ExpressRoute JELE Review + create

You will need to enable Site to site (VPN gateway) before connecting to VPN sites. You can do this after hub creation, but doing

it now will save time and reduce the nisk of service interruptions later.

t to create a Site to site (VPN Yes No

AS Number (& 65515

Gatev cale units (@) 1 scale unit - 500 Mbps x 2
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5. Click Review + create.

6. Review the settings and click Create to start the virtual hub creation.

The deployment of the resource can take up to 30 minutes.

Create a service principal for Azure Virtual WAN, and identify IDs

For SD-WAN Orchestrator to authenticate through Azure Virtual WAN APIs and enable automated con-
nectivity, a registered application must be created and identified with the following authentication
credentials:

 Subscription ID
« ClientID

« Client Secret

« TenantID

Note

When creating the service principal to allow Azure APl communication, ensure to use the same
resource group that contains the Virtual WAN. Otherwise, SD-WAN Orchestrator will not have
sufficient permissions to authenticate to Azure Virtual WAN APIs that enable automated connec-
tivity.

Perform the following steps to create a new application registration:

1. Inthe Azure portal, navigate to Azure Active Directory.
2. Under Manage, select App registration.

3. Click + New registration.
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New registration Endpoints Troubleshooting | < Got feedback?

® overview
. i’ Welcome to the new and improved App registrations (now Generally Available). See what's ne
# Getting started

. Diagnose and solve problems All applications Owned applications

Manage
Users

N This account isn't listed as an owne|
Groups

Roles and administrators
Administrative units (Preview)
& Enterprise applications
Y Devices
“& App registrations

% Identity Governance

4. Provide values for the following fields to register an application:

+ Name —Provide the name for the application registration.
Supported account types —select Accounts in this organizational directory only (* - Single

tenant) option.

Redirect URI (optional) —select Web from the drop-down list and enter a random, unique
URL (for example, https:// localhost:4980)

Click Register.
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Register an application

Name

The user-facing display name for this application (this can be changed later).

AZURE_API

Supported account types
n use this application o s this API?
Accounts in this organizational directory only (Citrix Systems, Inc. only - Single tenant)
Accounts in any organizational directory (Any Azure AD directory - Multitenant)

Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microsoft accounts {e.g. Skype, Xbox)

Redirect URI (optional)

We'll retumn the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can be
changed later, but a value is required for most authentication scenarios.

Web https://localhost:4980

You can copy and store the Application (client) ID and the Directory (tenant) ID that can be
used in SD-WAN Orchestrator for authentication to the Azure subscription for usage of API.

: AZURE_API
v

i Endpoints
w» Overview
& Quickstart
# Integration assistant (preview)
Manage

i Branding

1 Welcome to the new and improved App registrations. Looking to learn how i's changed from App registrations (Legacy)?

Authentication

The next step for the application registration, create a service principal key for authentication

purposes.

To create the service principal key, perform the following steps:
a) Inthe Azure portal, navigate to Azure Active Directory.
b) Under Manage, navigate to App registration.

c) Select the registered application (created previously).
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d) Under Manage, select Certificates & secrets.

e) Under Client secrets, click + New client secret.

% AZURE_API | Certificates & secrets =

Credentials enable confidential applications to identify themselves to the authentication service when receiving tokens at a web addressable location (using an HTTPS
scheme). For a higher level of assurance, we recommend using a certificate (instead of a client secret) as a credential,
% Overview
& Quickstart
# Integration assistant (preview) Ce can be used as secrets 1o prove the application’s identity when requesting a token. Also can be refemred to as public keys.
Manage
& Branding Thumbprint start date Expires
Authentication No certificates have been added for this apphcation.
¥ Certificates & secrets
Il Token configuration
API permissions Client secrets
& Expose an API A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.
i Owners
& Roles and administrators (Preview) Description Expires
B mManifest No dlient secrets have been created for this application.
Support + Troubleshooting
/* Troubleshooting

A New support request

f) To add a client secret, provide values for the following fields:

 Description: Provide a name for the service principal key.
« Expires: Select the duration for expiration as needed.

Add a client secret
ription

SP_KEY

Expires
In 1 year
In 2 years

Never

g) Click Add.

h) The client secrete is disabled in the Value column. Copy the key to your clipboard. This is
the Client Secret that you must enter into SD-WAN Orchestrator.
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% AZURE_API | Certificates & secrets

I Copy the new dient secret vahae. You won't be able to retrieve it after you perform another operation o leave this blade.

& Ovendew
Credentials enable confidentsal ddentity 3 the a ng lokens o a web addressable location (wsang an HTTPS

& Quickstart scheme). For a higher level of a dential

o Integration assistant (preview)
Certificates
Manage
Certificates can be used as secrets to prove the appiication’s adentity when requesting a token. Also can be referred to as public keys.
® Branding
Authentication
Thumbgprint
Certificates & secrets
o No certificates have been added for this apphcation.
AP permissions

Expose an API
Client
% Owners i i
ng that the application uses to prove its identity when requesting a token. Also can be refered to as application password.

& Roles and administrators (Preview)

W Mandest
Support + Troubleshooting
¥ Troubleshooting

& New support request

Note

You must copy and store the secret key value before reloading the page because, it

will no longer be displayed afterwards.

Perform the following steps to assign the appropriate roles for authentication purpose:
1. Inthe Azure portal, navigate to the Resource Group where the Virtual WAN was created.

2. Navigate to Access control (IAM).

3. Click + Add and select Add role assignment.

® Overview
Activity log Add co-administrator

Access control (IAM) ¢ Add custom role

Review the level of access a user, group, service principal, or
managed identity has to this resource. et

€ Tags

¥ Events
Find ®

Settings Azure AD user, group, or service principal

& Quickstart

Deployments

4. To add role assignment, provide values for the following fields:
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+ Role —Select Owner from the drop-down list. This role allows management of everything
including access to resources.

+ Assign access to —select Azure AD user, group, or service principal.

+ Select —Provide the name of the registered application created earlier and select the cor-
responding entry when it appears.

5. Click Save.

Add role assignment

Role (0

Owner

Assian access to_(7)

Azure AD user, group, or service principal

Select (i)

Azure_API

No users, groups, or service principals found.

Selected members:

AZURE_API

Lastly, you need to obtain the Subscription ID for the Azure account. You can identify your Subscrip-
tion ID by searching for Subscriptions in the Azure portal.
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Subscriptions  #

NSSI0NS O Manage ATUre resourc wview subscriptions for which you have billing access,

Showing 1 of 5 subscriptions [ Show only subseriptions selected in the

Subscription name T4 Subscription ID T ol T4 Current cost

Mot able

Once you created the virtual WAN, log in to SD-WAN Center Ul > Configuration > Azure > Virtual

Dashboard Fault Monitoring Reporting Administration Nitro API

Virtual WAN

Secure Connections to Azure Network @

Virtual WAN

Select two different sites and start the deployment. Once the sites are deployed, you can associate
both the sites to two different hubs.

NOTE
By default branch-to-branch and BGP is disabled. You can create a static route or enable BGP
(under Settings) and branch-to-branch connectivity.

Enable BGP and branch-to-branch check box and deploy the tunnels. After the tunnels are deployed
successfully, you can verify the status in Microsoft Azure > Resource groups > select the resource
group that you created and click VPN sites.
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= Microsoft Azure £ Segrch resources, services, and docs (G+/)

3l > h2hwalid - VPN sites

ﬁ; h2hvalid - VPN sites *

Support +

Site Site Provisioning Status Hub Location Link 1P Address

© Provisioned 1 hubs Central US “ links

Using Citrix SD-WAN to connect to Microsoft Azure Virtual WAN

September 7, 2021

For on-premises devices to connect into Azure a controller is required. A controller ingests Azure APls

to establish site-to -site connectivity with the Azure WAN and a Hub.

Microsoft Azure Virtual WAN includes the following components and resources:

WAN: Represents entire network in Microsoft Azure. It contains links to all Hubs that you would
like to have within this WAN. WANs are isolated from each other and cannot contain a common
hub, or connections between two hubs in different WANSs.

Site: Represents your on-premises VPN device and its settings. A Site can connect to multiple
hubs. By using Citrix SD-WAN, you can have a built-in solution to automatically export this in-
formation to Azure.

Hub: Represents the core of your network in a specific region. The Hub contains various service
endpoints to enable connectivity and other solutions to your on-premises network. Site-to-site
connections are established between the Sites to a Hubs VPN endpoint.

Hub virtual network connection: Hub network connects the Azure Virtual WAN Hub seamlessly
to your virtual network. Currently, connectivity to virtual networks that are within the same
Virtual Hub Region is available.

Branch: The branches are the on-premises Citrix SD-WAN appliances, which exist in customer
office locations. An SD-WAN controller manages the branches centrally. The connection origi-
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nates from behind these branches and terminates into Azure. The SD-WAN controller is respon-
sible for applying the required configuration to these branches and to Azure Hubs.

The following illustration describes the Virtual WAN components:

VNET B VNET C

VNET A

Microsoft Cloud Services

% g
) Azure o, £
» % g
%
WAN
-
Hub 3

¢ B OB B

Branch 1 Branch2 Branch3 Branch4 Branch5 Branch6

Branch devices (CPE) managed by customers or SD-WAN solutions

How does Microsoft Azure Virtual WAN work

1. The SD-WAN Center is authenticated by using service principal, principal, or role-based access
functionality, which is enabled in the Azure GUI.

The SD-WAN Center obtains Azure connectivity configuration and updates the local device. This
automates the configuration download, editing, and updating of the on-premise device.

3. After the device has the correct Azure configuration, a site-to-site connection (two active IPsec

tunnels) is established to the Azure WAN. Azure requires the branch device connector to support
IKEv2 settings. The BGP configuration is optional.

Note: IPsec parameters for establishing IPsec tunnels are standardized.
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IPsec Property Parameter
Ike Encryption Algorithm AES 256

Ike Integrity Algorithm SHA 256

Dh Group DH2

IPsec Encryption Algorithm GCM AES 256
IPsec Integrity Algorithm GCM AES 256
PFS Group None

Azure Virtual WAN automates connectivity between the workload virtual network and the hub. When
you create a Hub Virtual Network Connection, it sets the appropriate configuration between the pro-
visioned hub and the workloads virtual network (VNET).

Prerequisites and requirements

Read the following requirements before proceeding with configuring Azure and SD-WAN to manage
branch sites connecting to Azure hubs.

1. Have whitelisted Azure subscription for Virtual WAN.

2. Have an on-premise appliance such as, an SD-WAN appliance to establish IPsec into Azure re-
sources.

3. Have Internet links with public IP addresses. Though a single Internet link is sufficient to estab-
lish connectivity into Azure, you need two IPsec tunnels to use the same WAN link.

4. SD-WAN controller —a controller is the interface responsible for configuring SD-WAN appliances
for connecting into Azure.

5. AVNET in Azure that has at least one workload. For instance, a VM, which is hosting a service.
Consider the following points:

a) The virtual network must not have an Azure VPN or Express Route gateway, or a network
virtual appliance.

b) The virtual network must not have a user-defined route, which routes traffic to a non-
Virtual WAN virtual network for the workload accessed from on-premises branch.

c) Appropriate permissions to access the workload must be configured. For example, port 22
SSH access for a ubuntu VM.

The following diagram illustrates a network with two sites and two virtual networks in Microsoft
Azure.
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Set up Microsoft Azure Virtual WAN

For on-premise SD-WAN branches to connect into Azure and access the resources over IPsec tunnels,
the following steps need to be completed.

1. Configuring WAN resources.
2. Enabling SD-WAN branches to connect into Azure using IPsec tunnels.

Configure Azure network before configuring SD-WAN network, since the Azure resources required to
connect to SD-WAN appliances must be available beforehand. However, you can configure SD-WAN
configuration before configuring Azure resources, if you prefer. This topic discusses setting up the
Azure Virtual WAN network first before configuring SD-WAN appliances. https://microsoft.com Azure

virtual-wan.

Create a WAN resource

To use Virtual WAN features and connect the on-premises branch appliance into Azure:
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1. Signinto Azure Marketplace, go to the Virtual WAN app, and select Create WAN.

Microsoft Azure £ virtual WAN X .

Home > Virtual WAN
Create a resource Virtual WAN # O X

Microsoft
All services

Azure Virtual WAN is a networking service that provides optimized and autoemated branch-to-branch

FAVORITES connectivity through Azure. Virtual WAN lets you connect and configure branch devices to

Dashboard communicate with Azure, This can be done either manually, or by using preferred provider devices
through a Virtual WAN partner. Using preferred provider devices allows you ease of use,

Al s simplification of connectivity, and configuration management. The Azure WAN built-in dashboard
provides instant troubleshooting insights that can help save you time, and gives you an easy way to
Resource groups view large-scale Site-to-Site connectivity.

E App Services

¥ Function Apps

- PUBLISHER Microsoft
sat SQL databases

Service overview
USEFUL LINKS Documentation

B virtual machines Pricing

& Azure Cosmos DB

Q‘ Load balancers
B Storage accounts

Virtual networks

0 Azure Active Directory
G Monitor

@ Advisor

" e
Security Center

0 Cost Management + Bi

;'\‘ Help + support

2. Enter a name for the WAN and select the subscription you want to use for WAN.
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Home » Create WAN

Create WAN 0o X

The virtual WAN resource represents a virtual
overlay of your Azure network and is a collection
of multiple resources.

Learn more.

* Name

* Subscription

~

Register your subscription for the Virtual WAN
preview to create a virtual WAN. Learn moare.

* Resource group

~
Create new
* Resource group location @

East Asia v

Automation options

3. Select an existing resource group or create a fresh resource group. Resource groups are logical
constructs and data exchange across resource groups is always possible.

4. Select the location where you want your resource group to reside. WAN is a global resource
that does not have a location. However, you must enter a location for the resource group that
contains metadata for WAN resource.

5. Click Create. This starts the process to validate and deploy your settings.

Create site

You can create a site by using a preferred vendor. The preferred vendor sends the information about
your device and site to Azure or you can decide to manage the device yourself. If you want to manage
the device, you need to create the site in Azure Portal.
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SD-WAN network and Microsoft Azure Virtual WAN workflow

Configure SD-WAN appliance:
1. Provision a Citrix SD-WAN appliance
« Connect SD-WAN branch appliance to the MCN appliance.
2. Configure SD-WAN appliance
+ Configure Intranet Services for Active-Active connection.
Configure SD-WAN Center:
+ Configure SD-WAN Center to connect to Microsoft Azure.
Configure Azure settings:
+ Provide Tenant ID, Client ID, Secure Key, Subscriber ID, and Resource Group.
Configure branch site to WAN association:

Associate one WAN resource to a branch. Same site cannot be connected to multiple WANs.
Click New to configure Site-WAN association.

Select Azure Wan-resources.

Select Services (Intranet) for the site. Select two services for Active-Standby support.
Select Site Names to be associated with the Wan-resources.

Click Deploy to confirm the association.

Wait for the status to change to Tunnels Deployed to view the IPsec tunnel settings.

© N o 0k w N

Use the SD-WAN Center Reporting view to check status of the respective IPsec tunnels.

Configure Citrix SD-WAN network

MCN:

The MCN serves as the distribution point for the initial system configuration and subsequent configu-
ration changes. There can be only one active MCN in a Virtual WAN.

By default, appliances have the pre-assigned role of client. To establish an appliance as the MCN, you
must first add and configure the site as an MCN. The network configuration GUI becomes available
after a site is configured as an MCN. Upgrades and configuration changes must be performed from
the MCN or SD-WAN center only.

Role of MCN:

The MCN is the central node that acts as the controller of an SD-WAN network and the central admin-
istration point for the client nodes. All configuration activities, in addition to preparation of firmware
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packages and their distribution to the clients, are configured on the MCN. In addition, monitoring in-
formation is available only on the MCN. The MCN can monitor the entire SD-WAN network, whereas
client nodes can monitor only the local Intranets and some information for those clients, which they
are connected. The primary purpose of the MCN is to establish overlay connections (virtual paths)
with one or more client nodes located across the SD-WAN network for Enterprise Site-to-Site commu-
nication. An MCN can administer and have Virtual Paths to multiple client nodes. There can be more
than one MCN, but only one can be active at any given time. The below figure illustrates the basic
diagram of the MCN and client (branch node) appliances for a small two site network.

MPLS )
Vo S
-+
" Client '
Internet )
> /

Configure SD-WAN appliance as MCN

To add and configure the MCN, you must first log into the Management Web Interface on the appliance
you are designating as the MCN, and switch the Management Web Interface to MCN Console mode.
MCN Console mode enables access to the Configuration Editor in the Management Web Interface to
which you are currently connected. You can then use the Configuration Editor to add and configure
the MCN site.

To switch the Management Web Interface to MCN Console mode, do the following:
1. Loginto the SD-WAN management web interface on the appliance you want to configure as the
MCN.

2. Click Configuration in the main menu bar of the Management Web Interface main screen (blue
bar at the top of the page).

3. Inthe navigation tree (left pane), open the Appliance Settings branch and click Administrator

Interface.

4. Select the Miscellaneous tab. The miscellaneous administrative settings page opens.
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= Appliance Settings nfiguration Appliance Settings
Administrator

User Accounts RADIUS TACACS+ HTTPS Cert Miscellanecus

t: 9999 Enter the new timeout value in minutes (1-9999).

Switch to MCN Console

witch the mode offthe Web Console to enable configuration of MCN functionality

At the bottom of the Miscellaneous tab page is the Switch to [Client, MCN] Console section.
This section contains the Switch Console button for toggling between appliance console
modes.

The section heading indicates the current console mode, as follows:

+ When in Client Console mode (default), the section heading is Switch to MCN Console.
+ When in MCN Console mode, the section heading is Switch to Client Console.

By default, a new appliance is in the Client Console mode. MCN Console mode enables the Configu-
ration Editor view in the navigation tree. The Configuration Editor is available on the MCN appliance,
only.

Configure MCN To add and begin configuring the MCN appliance site, do the following:

1. Inthe SD-WAN appliance GUI, navigate to Virtual WAN > Configuration Editor.
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Configuration Editor - YPX

2]
[ ] et et | |
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WAN Links: Va

_

2. Click + Sites in the Sites bar to begin adding and configuring the MCN site. The Add Site dialog
box is displayed.

3. Enter a site name that lets you determine the geographic location and role of the appliance
(DC/secondary DC). Select the correct appliance model. Selecting the correct appliance is cru-
cial since the hardware platforms differ from each other in terms of processing power and li-
censing. Since we are configuring this appliance as the primary head end appliance, choose
the mode as primary MCN and click Add.

4. This adds the new site to the sites tree and the default view shows the basic settings configura-

tion page as shown below:
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Iim Appharce 48474 FEFTSREE Regenerate

5. Enter the basic settings such as location, site name.

6. Configure the appliance so that it can accept traffic from Internet/MPLS/Broadband. Define the
interfaces where the links are terminated. This depends on whether the appliance is either in
overlay or underlay mode.

7. Click Interface groups to start defining the interfaces.

+ Aogiance Setting; rfgurati rrual WA Configuration Editor - VPX

wa Region: Defaut_Ragir. »

8. Click + to add virtual interface groups. This adds a new virtual interface group. The number
of virtual interfaces depends on the links that you want the appliance to handle. The number
of links that an appliance can handle varies from appliance model to model and the maximum
number of links can be up to eight.
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9. Click + to the right of virtual interfaces to view the screen as shown below.

10. Select the Ethernet interfaces, which form the part of this virtual interface. Depending on the
platform model, appliances have a pre-configured pair of fail-to-wire interfaces. If you want to
enable fail-to-wire on appliances, then ensure that you are choosing the correct pair of inter-
faces and ensure that you choose fail-to-wire under the Bypass Mode column.

11. Select the security level from the drop-down list. Trusted mode is chosen, if the interface is
serving MPLS links and Untrusted is chosen when Internet links are used on the respective in-
terfaces.

12. Click + to the right of the label named virtual interfaces. This shows the Name, firewall zone
and VLAN IDs. Enter the Name and VLAN ID for this virtual interface group. VLAN ID is used to
identifying and marking traffic to and from the virtual interface, use 0 (zero) for native/untagged
traffic.
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| Configuration > Vireal WAN > Configuration Editor - VPX
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.
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Basic Settings
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13. To configure the interfaces in fail to wire, click Bridge pairs. This adds a new bridge pair and
allows for editing. Click Apply to confirm these settings.

14. To add more virtual interface groups click + to the right of the interface groups branch and pro-
ceed as above.

15. After the interfaces are chosen, the next step is to configure IP addresses on these interfaces. In
Citrix SD-WAN terminology this is known as a VIP (Virtual IP).

16. Continue in the sites view and click the Virtual IP address to view the interfaces for configuring
VIP.

View Region: Defaul_Region v

View Site; DC - + Ste DSee flf Ste +

P Adtress | Prefin Virtual intertace Fitewll Zone idertity Prvate Secusity Deiete
Basic Setnngs 172.10.10.1/24 Virtualinterface-1 v Default LAN Zone k4 II
Routing Domains

Interface Groups

DHCP Apply | Close
WAN Links )
Canificates

High Avallabslity

Address / Prefix Vartual Interdace Firewall Zone identity Prvate Secunity Delete

Virtualinterface-1 +

17. Enter the IP Address / Prefix information, and select the Virtual Interface with which the ad-
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dress is associated. The Virtual IP Address must include the full host address and netmask. Se-
lect the desired settings for the Virtual IP address, such as the Firewall Zone, Identity, Private,
and Security. Click Apply. This adds the address information to the site and includes it in the
site Virtual IP Addresses table. To add more Virtual IP Addresses, click + to the right of the Virtual
IP Addresses, and proceed as above.

18. Continue in the sites section to configure WAN Links for the site.

= -

4 Ads Link

il s T
=
:
i
)
£
-4

19. Click Add link, at the top of the panel on the right hand side. This opens a dialog box, which
allows you to choose the type of link to be configured.

Add

20. Public Internet is for Internet/broadband/DSL/ADSL links, whereas private MPLS is for MPLS
links. Private Intranet is also for MPLS links. The difference between private MPLS and private
Intranet links is that private MPLS allows for preserving the QoS policies of MPLS links.

21. If you are choosing public Internet and the IPs are assigned through DHCP, choose the auto
detect IP option.

22. Select Access Interfaces in the WAN link configuration page. This opens the Access Interfaces
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23.

24.

25.

26.

27.

28.

view for the site. Add and configure the VIP and gateway IP for each of the links as shown below.

NAN Link DCI-WL-1 v .'e:t.'|| '| 4+ Add Link ﬂtee:e_ﬂ.;

Click + to add an interface. This adds a blank entry to the table and opens it for editing.

Enter the name you want to assign to this Interface. You may choose to name it based on the link
type and location. Keep the routing domain as default if you do not want to segregate networks
and assign an IP to the Interface.

Ensure that you provide a publicly reachable gateway IP address if the link is an internet link or
a private IP if the link is an MPLS link. Keep the virtual path mode as primary since you need this
link to form virtual path.

Note: Enable proxy ARP as the appliance replies to ARP requests for the gateway IP address
when the gateway is unreachable.

Click Apply to finish configuring WAN link. If you want to configure more WAN links, then repeat
the steps for another link.

Configure routes for the site. Click Connections view and select routes.

Click + to add routes, this opens a dialog box as shown below.
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Add

Cance

29. Enter the following information is available for the new route:

« Network IP Address

» Cost —Cost determines which route takes precedence over the other. Paths with lower
costs take precedence over higher cost routes. The default value is five.

+ Service type —Select the service, a service can be any of the following:

Virtual Path

Intranet

Internet

Passthrough

Local
GRE Tunnel
LAN IPsec tunnel

30. Click Apply.

To add more routes for the site click + to the right of the routes branch and proceed as above. For
more information, refer to Configure MCN.

Configure virtual path between MCN and branch sites Establish connectivity between the MCN
and branch node. You can do this by configuring a virtual path between these two sites. Navigate to
the Connections tab in the configuration tree of the configuration editor.

1. Click the Connections tab in the configuration section. This displays the connections section
of configuration tree.

2. Select the MCN from view site drop-down menu in the connections section page.
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3. Select virtual path from under the connections tab to create virtual path between the MCN and

branch sites.
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Virtual Path to Site
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WAN-to-WAN Forwarding
| Virtual Paths
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Application Routes
Routes
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4. Click Add Virtual Path next to the name of the static virtual path in the virtual paths section.
This opens up a dialog box as shown below. Choose the branch for which you want the Virtual
path to be configured. You must configure this under the label named remote site. Select the
branch node from this drop-down list, and click the check box Reverse Also.
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Add

Remote Site:
<None> xr

W Reverse Alzo

f enabled, Classes and Rules will be mimored on

Traffic classification and steering are mirrored on both sites of the virtual path. After this is com-
plete, select paths from the drop-down menu under the label named section as shown below.
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3

4
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5. Click + Add above the paths table, which displays the add path dialog box. Specify the end-
points within which the virtual path must be configured. Now, click Add to create the path and
click the Reverse Also checkbox.

Note: Citrix SD-WAN measures link quality in both directions. This means point A to point B is
one path and point B to point Ais another path. With the help of unidirectional measurement of
link conditions, the SD-WAN is able to choose the best route to send traffic over. This is different
from measures such as RTT, which is a bi-directional metric to measure latency. For example,
one connection between point A and point B is displayed as two paths and for each of them the
link performance metrics are calculated independently.

This setting is enough to bring the virtual paths up between the MCN and the branch, other configu-
ration options are also available. For more information, refer to
Configure virtual path service between MCN and Client sites.

Deploy MCN configuration The next step is to deploy the configuration. Thisinvolves the following
two steps:
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1. Export the SD-WAN configuration package to Change Management.

« Before you can generate the Appliance Packages, you must first export the completed con-
figuration package from the Configuration Editor to the global Change Management
staging inbox on the MCN. Refer to the steps provided in the section, Perform change man-
agement.

2. Generate and stage the appliance packages.

+ After you have added the new configuration package to the Change Management inbox,
you can generate and stage the Appliance Packages on the branch sites. To do this, you
use the Change Management wizard in the management web interface on the MCN. Refer
to the steps provided in the section, Stage Appliance Packages.

Configure intranet services to connect with Azure WAN resources

1. In the SD-WAN appliance GUI, go to the Configuration Editor. Navigate to the Connections

tile. Click + Add Service to add an Intranet Service for that site.

View Region: | Defau t_Region v + Adao Service

Vizw Sitz: | BRI12 T | # St ySite | Site NO ORJECTS ADDED, PLEASE CLICK THE ADD BUTTON

WAN-to-WAN Forwarding
irtual Paths

Dynamic Virtuzal Paths
Intemnet Senvice
|Ir.trmet Sarvices

WAN Links

GRE Tunnels

[Pzac Tunnels

Firewall

Application Routes
Raowutes

OSPF

BGP

Route Learning Properties
Muliticast Groups

2. In the Basic Settings for the Intranet Service, there are several options on how you want the
Intranet Service to behave during unavailability of WAN links.

 Enable primary reclaim —check this box if you want the chosen primary link to take over
when it comes up after failing over. If you however, choose not to check this option then
the secondary link would continue to send traffic over.

« Ignore WAN Link status —If this option is enabled, then packets destined for this intranet
service would continue to use this service even if the constituent WAN links are unavail-
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able.
Intranet Service: | Mew_Intranst_Servies-2 v | Section: + Add Service E‘ Czlete Service

VAN Links
Riule:

Mews_Intranst_5...

rewall Zone

<Defau L]

# Enable Primary Raclaim

Refresh

3. After configuring the basic settings, the next step is to choose the constituent WAN Links for this
service. At the maximum of two links are chosen for one Intranet service. To choose the WAN
links please select the WAN links option from the drop-down list labeled Section. The WAN links
function in primary and secondary mode and only one link are chosen as a primary WAN link.

Note: When a second intranet service is created, it must have the primary and secondary wan-
link mapping.

Intranet Service: | Mew_Intranst_Service-2 v Section: | \WAMN Links L + Add Service E‘ Cizlete Sarvice

BRE13-WL-1 o+ o+ MNons MNoine v | Mons v b

BR513-WL-2

Revert

4. Branch site specific Rules are available, enabling the capability of customization of each branch
site uniquely overriding any general settings configured in the global default set. Modes include
desired delivery over a specific WAN link, or as an Override Service allowing for pass through or
discard of the filtered traffic. For instance, if there is some traffic, which you do not wants to
be going over the intranet service, you can write a rule to discard that traffic or send it over a
different service (internet or pass through).
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Intranet Service: | New_Intranst_Semvice-2 v Section: | Rules v + Add Service E’ Delete Service

Revert

5. With Intranet Service enabled for a site, the Provisioning tile is made available to allow for the
bidirectional (LAN to WAN / WAN to LAN) distribution of bandwidth for a WAN link among the
various services using the WAN link. The Services section allows you to further fine-tune band-
width allocation. In addition, fair share can be enabled, allowing services to receive their mini-
mum reserved bandwidth before fair distribution is enacted.

= Group: Al A tted Rate 1000 0 Permitted Rate 000
ALL -
r 1 r 1
~ .
MACH-5100 et
Mew_Intranet_Service-2  Default
0 1] 0 L0000 1] 0 10000
Refrasn

Configure SD-WAN Center

The following diagram describes the high-level workflow of SD-WAN Center and Azure Virtual WAN
connection and corresponding state transitions of the deployment.
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Configure Azure settings:

+ Provide Azure Tenant ID, Application ID, Secret Key and Subscription ID (also known as service
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principal).
Configure branch site to WAN association:

« Associate a branch site to a WAN resource. Same site cannot be connected to multiple WANs.

+ Click New to configure Site-WAN association.

+ Select Azure WAN-resources.

+ Select Site Names to be associated with the WAN resources.

+ Click Deploy to confirm the association. The WAN links to be used for Tunnel Deployment is
auto-populated with the one with best link capacity.

+ Wait for the status to change to ‘Tunnels Deployed’to view the IPsec tunnel settings.

+ Usethe SD-WAN Center Reporting view to check status of the respective IPsec tunnels. TheIPsec
tunnel status must be GREEN for the data traffic to flow, which says the connection is active.

Provision SD-WAN Center:

SD-WAN center is the management and reporting tool for Citrix SD-WAN. The required configuration
forVirtual WAN is performed in SD-WAN Center. SD-WAN center is available only as a virtual form factor
(VPX) and needs to be installed on a VMware ESXi or a XenServer hypervisor. The minimum resources
needed to configure an SD-WAN center appliance are 8 GB RAM and 4 CPU cores. Here are the steps
to Install and configure an SD-WAN center VM.

Configure SD-WAN Center for Azure connectivity

Read create a service principal for more information.

To successfully authenticate SD-WAN center with Azure, the following parameters must be avail-
able:

« Directory(Tenant ID)

« Application(Client ID)

+ Secure Key(Client Secret)
+ Subscriber ID

Authenticate SD-WAN Center:

In the SD-WAN Center Ul, navigate to Configuration > Cloud Connectivity > Azure > Virtual WAN.
Configure Azure connection settings. Refer to the following link for more information about configur-
ing Azure VPN connection,

Azure Resource Manager.
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Citrix SD-WAN Center

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Configuration / Cloud Connectivity / Azure [ Virtual WAN
Network Discovery

Network Configurat 5
etwork Configuration Secure Connections to Azure Network @
Zero Touch Deployment Active Config:
Change Management Add || Add Multiple Subseription | | Refresh WAN | | Pull Active Config £ Settings | | 0365 Policy
Appliance Settings &
e
Mobile Broadband
WAN Links
Licensiny
4 Sites v Primary Secondary Azure WAN Status Daetails

Hosted Firewal

Cloud Connectivity v

Cloud Direct ReDeploy [ Delete

Azure ~

Virtual WAN

Automated Azure Deployment

Security

With 11.1.0 release and above, the Primary and Secondary WAN link configuration for Azure Virtual
WAN integration is supported. The primary reason of adding secondary WAN link is to have redun-
dancy from the Citrix SD-WAN site.

With the previous implementation, failure of the WAN link could result in traffic disruption and con-
nectivity loss to Azure Virtual WAN. With the current implementation, the Site to Azure Virtual WAN
connectivity is kept alive even if the primary WAN link is down.

Enter the Subscription ID, Tenant ID, Application ID and Secure Key. This step is required to au-
thenticate SD-WAN center with Azure. If the credentials entered above are not correct, then the au-
thentication fails and further action is not allowed. Click Apply.

Subscription for Azure IZ|
Subscription 1D:
| x|

Tenant ID:

X
Application ID:

X
Secret Key:

X

‘ Cancel ‘

The Storage account field refers to the storage account that you have created in Azure. If you did
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not create a storage account then a new storage account is automatically created in your subscription
when you click Apply.

Obtain Azure Virtual WAN resources:

After authentication is successful, Citrix SD-WAN polls Azure for obtaining a list of Azure virtual WAN
resources, which you created in the first step after logging into Azure portal. The WAN resources repre-
sent your entire network in Azure. It contains links to all Hubs that you would like to have within this
WAN. WANSs are isolated from each other and cannot contain a common hub or connections between

two different hubs in different WAN resources.
Citrix SD-WAN Center

Dathbasrd Fanalt Manzseng Repartng Admanarralion Ntrs AR

Secure Connections 1o Azure Network

BN e B8 ot st (1 eate T ks ponte

I Chumasd € e Uiy

To associate branch sites and Azure WAN resources:

A Branch site needs to be associated with Azure WAN resources to establish IPsec tunnels. One Branch
can be connected to multiple Hubs within an Azure virtual WAN resource and one Azure virtual WAN
resource can be connected with multiple on premise branch sites. Create single rows for each Branch
to Azure Virtual WAN resource deployments.

To add multiple sites:

You can choose to add all the respective sites and associate them with the chosen single WAN re-
sources.

1. Click Add Multiple to add all the sites that must be associated with the chosen WAN resources.

Dashboard Fault Monitering Configuration Reporting Administration Nitro API

<

Configuration / Cloud Connectivity / Azure / Virtual WAN
Network Discovery

Wetwork Configuration Secure Connections to Azure Network @

Zero Touch Deployment Active Config:
Change Management Add || Add Multiple Subscription | | Refresh WAN | | Pull Active Config | | £ Sertings | | 0365 Policy

Connect multiple SD-WAN sites into Azure at

Appliance Settings once Search!

Maobile Broadband
WAN Links

Licensing -
Sites w Primary Secondary Azure WAN Status Detalls

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 187



Citrix SD-WAN Center 11.3

2. The Azure WAN resources drop-down list (shown below) is pre-populated with the resources be-
longing to your Azure account. If no WAN resources have been created then this list is empty,
and you must navigate to the Azure portal to create the resources. If the list is populated with
WAN resources, choose the Azure WAN resource to which you need the branch sites to be con-
nected to.

3. Choose one or all of the branch sites to initiate the process of IPsec tunnel establishment. The
Sites best capacity Public Internet WAN links are chosen automatically to establish the IPsec
tunnels to the Azure VPN Gateways.

X

Configure multiple sites to Azure network
Azure WAN:

wannew>5 v

Sites:
@Select All
@Branch
@DC

ooy [T

To add single site:

You can also choose to add sites one-by-one (single) and as your network grows, or if you are perform-
ing a site-by-site deployment, you can choose to add multiple sites as described above.

1. Click Add New Entry to select one Site Name for the Site-Wan association. Add sites in the
Configure Sites to Azure Network dialog box.
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Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

<

Network Discovery Configuration / Cloud Connectivity / Azure / Virtual WAN

Network Configuration Configure Sites to Azure networl

Zero Touch Deployment

Change Management WAN Link

Appliance Settings

Mobile Broadband

Hosted Firewall
Cloud Connectivity v
Cloud Direct
Azure v

Virtual WAN

Automated Azure Deployment

Securif ity >
Configure Sites to Azure network E
(A ‘ Sites ‘ WAN Link | Azure WAN ‘
@] [ DC V] [ DC-WL-1 V] [ wannew5 VJ
@] [ Branch V] [ Branch-WL-1 '] { wannews V]

2. Select the Branch site to configure to the Azure Virtual WAN network.

3. Select the WAN link associated with the site(the Public Internet type links are listed in the order
best physical link capacity)

4, Select the WAN resource to which the site must be associated to from the Azure Virtual WANs

drop-down menu.

5. Click Deploy to confirm the association. The status (“Init Site Information “Pushed Site Infor-
mation”& “Waiting for VPN configuration”) is updated to notify you about the process.

The deploy process includes the following status:

Push Site Information

Waiting for VPN configuration

Tunnels Deployed

Connection Active (IPsec Tunnel is up) or Connection Down (IPsec Tunnel is down)
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Citrix SD-WAN Center R1l10 169 832211
Dashboard Fault Monitoring Configuratio Reporting Administration Nitro AFI
Canfigurat § Az Vietusl WAN
Wetwork Discavery
Wetwork Configuration Secure Connections to Azure Network @
Zero Touch Deplopment " . .
Change Managemen! | (ZDepioymens Success. . ‘
Aoy Conlig; corhg_MulEe0nk .
Appkance Settings P e Subscripnion | | (SiRefresn N | | pull Actve Cont | | g Semings | | 0365 Policy
Mobie Broadband
Uicensng
Hersted Firewall B
St v Primary Secondary Status Detads
Ciowd Connectmty
DC-WLA DML L]

Cloud Direet e e -

Agure

Virtusl WAN

Aunomated Anure Deployment
Securty

Associate Site Wan Resource Mappings (Azure portal):

Associate the deployed sites on the Azure portal to the Virtual Hubs created under the Azure Virtual
WAN resource. One or more Virtual Hubs can associated with the Branch site. Each Virtual Hub is
created in a specific region and specific workloads can be associated with the Virtual Hubs by creating
Virtual Network Connections. Only after the Branch Site to Virtual Hub association is successful, the
VPN configurations gets downloaded and respective IPsec tunnels are established from the Site to
VPN Gateways.

Wait for the Status to change to Tunnels Deployed or Connection Active to view the IPsec tunnel set-
tings. View IPsec settings associated with the selected services.

Citrix SD-WAN Center

Dashboard Fault Manitoring Configuratior Reporting Administration Nitro API

<

Configuration | Cloud Connectivy  Asure / Vieusl WAN
Network Discovery :
Wetwork Configuratian Secure Connections to Azure Network @

ive Conig: config MukipleLin
Zero Touth Deplayment Active Config: config_ Multplelink

Add || Add Multipie Subscripucn | | (Refresh WAN | | Pl Actve Contig | | &8 Seizings | | 0365 Policy
Change Management
Appkance Settings
Mobie Broadband
WA Links
= —

Lixening Saes v Primary Sevondary Anare WAN status Detais
Hoated Firewal DOWL DowWL2 VrUAWANLS =

Branch W1 Branchw-2 VirtusWANUS =

Clowd Connectivity

Cloud Dinect
Anare
virtual WAN
Automated Azure Deployment

Security
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Citrix SD-WAN Center R11_0_3_2_808846 v

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

<

Configuration / Cloud Connectivity / Azure / Virtual WAN
Network Discovery o ty

Network Configuration N N
< Connection Properties
Zero Touch Deployment Last poll time : 2019-10-04 00:41:21 UTC ~ Error Status : N/A
Number of Hubs Connected: 1

Change Management
Status - Tunnel 1 state: UP @ Packets Received: 5 Packets Transmitted: 5 Packets Dropped: 0

Appliance Settings
Status - Tunnel 2 state: up @ Packets Received: 4 Packets Transmitted: 4 Packets Dropped: 0
Mobile Broadband
Site Information - Tunnel 1 Local IP: 192.168.100.3 LocalEndpointlP: 208.50.136.169  Peer IP: 20.44,35.203 MTU: 1500
Licensing

Site Information - Tunnel 2 Local IP: 192.168.100.3 LocalEndpointiP: 208.50.136.169  Peer IP: 20.44.35.244. MTU: 1500
Hosted Firewall

IPsec Config Ike Version: ikev2 DH Group: group2 Ike HASH Algorithm: sha256 Ike Integrity: sha256

Cloud Connectivity v
Ike Encryption: aes256 Ipsec Tunnel Type: esp PFS Group: none Ipsec HASH Algorithm: sha256

Cloud Direct Ipsec Integrity: sha256 Ipsec Encryption: aes256gcm128  Mismatch Behaviour: drop

Azure v
Protected Networks 34,3434.6/32 343434.7/32
Virtual WAN

Automated Azure Deployment. BGP Info BGP State: Enabled BGP PeerlP:34.34.34.6,34.3434.7  BGP LocalASN: 59437 BGP PeerASN: 65515

Security >

SD-WAN Azure settings:

+ Disable SD-WAN change management -By default, the Change Management process is auto-
mated. This means that anytime a new configuration is available at Azure Virtual WAN infrastruc-
ture, SD-WAN Center obtains it and starts applying it to branches automatically. However, this
behavior is controlled, if you want to control when a configuration must be applied to branches.
One benefit of disabling automatic change management is that the configuration for this fea-
ture and other SD-WAN features is managed independently.

+ Disable SDWAN Polling-Disables all SD-WAN Azure new deployments and polling on existing
deployments.

+ Polling Interval - Polling interval option controls the interval of looking for configuration up-
dates in Azure Virtual WAN infrastructure, the recommended time for polling interval is 1 hour.

+ Disable Branch-to-Branch Connection -Disables branch-to-branch communication over
Azure Virtual WAN infrastructure. By default, this option is disabled. Once you enable this, it
means that on-prem branches are able to communicate with each other and the resources
behind the branches over IPsec through Azure’s Virtual WAN Infra. This does not have any
effect on branch-to-branch communication over SD-WAN virtual path, branches are able to
communicate with each other and their respective resources/end points over virtual path even
if this option is disabled.

« Disable BGP -This disables BGP over IP, by default it is disabled. Once enabled the site routes
are advertised over BGP.

+ Debug Level —Enables capturing logs to debug if there is any connectivity issues.
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SDWAN Azure Settings EI
Disable SDWAM Polling: [

Disable SDWAN Change Management: [«
Disable Eranch to Branch Connection: [_]

Disable BGP: [«

Polling Interval:| &0 minutes

Debug Level] Debug v

Change Management |

Refresh WAN resources:

Click the Refresh icon to retrieve latest set of WAN Resources that you updated on the Azure Portal. A
message stating, “successfully refreshed WAN resources”is displayed after the refresh process is com-
plete.

Citrix SD-WAN Center R11_1_0_169_832211 ~

Dashboard Fault Manitaring Configuratior Reparting Administration Nitro API

Arure | Vil WAN

Mtk Conflguration Secure Connections to Azure Network @

| (Ewccesstulty refreshed WAN resources xl
eTive Lo, Cong MURGIEURE

Add | Add Melriple Sebseription | | (Refresh WAN | | pull Active Contig | | £ Settings | | O3S Policy

Hested Fingwall sites v Preasy | Secends v AurewAN | sues Dutaits
DCAZ DL DowL2 VIrtUIMANUS Cannection Ac

Clowd Connectivty
Branchal Braneh. W4 Branch NL-2 VirmuaANUS

wing 115 2 of 2 entres
Cloud Direct Shawing 1 o 2 of 2 enrie

Virtual WAN

Automated Azure Deployment

Security

Remove site WAN resource association Select one or multiple mappings to perform deletion. In-
ternally, the SD-WAN appliance Change Management process is triggered and until it is successful, the
Delete option is disabled to prevent from performing further deletions. Deleting mapping requires
you to disassociate or delete the corresponding sites in the Azure portal. The user has to perform this
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operation manually.

Citrix SD-WAN Center

shboard Fault Monitoring Configuration Reporting Administration Nitra APl

" Configuration / Cloud Connectivity / Azure / Virtuad WAN

Wetwark Configuiation
Zerm Touch Deployment
Change Management

Appliance Settings.
Delete |3}

Mobile Broadband
Deleting mapping would trigger 3 change

Uicensing maragement. Flease Seassocisteidelete the
EOMEpORSRG Ules & ATure paral. Afe you lure
¥ou want to Delete this entrylentries?

Hosted Frewall
Cloud Comnectiy v B[ |
Cloud Direct.
Azure w
Virtual WAN
Automated Azure Deployment
Security ¥

Once the tunnels are created, you can see two intranet services created in your MCN.

Configuration > Virtual WAN > Configuration Editor - config_MultipleLink

config_MultipleLink View Tutorial / Citrix Suppont
New Open.. Save SaveAs.. Import..  Export. Global Actions ¥ n ?
c )
s | con | saer [ ovorten | oo
Region: Default_Region & [LHFLIREINT o zscaler_service 808405721 ton:  Basic Seftings §

rscaler_service BOB40572_2

panw_service 121569_1
Site - Senace
oc + She D sie 0 sie + avwan_service_21'757433.0

WAN-10-WAN Forwarding
Virtual Paths ?
Dynamic Virtual Paths :
Internet Service
lintranet Services )
WAN Links e
GRE Tunnels .
IPsec Tunnels
Firewall
Application Routes
Routes

OSPF Enable Primary Reclaim
BGP

Route Learning Properties
Inter Routing Domain Services
Multicast Groups
Applications

< Ignore WAN Link Status

Each Intranet service corresponds to IPsec tunnels that are created with Peer IPs (Azure Virtual WAN
end point IPs).
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Virtual WAN  Configuration Editor - config_MultipleLink

config_MultipleLink

New Open... Save Save As.. Import.. Export...

mmm Connections m FOSEOTe

Region:  Delaul_Region &

Site: DC -

+ Sie D sie & sie

WAN-to-WAN Forwarding
WVirtual Paths

Dynamic Virtual Paths
Internet Service

Intranet Services

WAN Links

GRE Tunnels

| 1Psec Tunnels

Firewall

Application Routes
Routes

OSPF

BGP

Route Learning Properties
Inter Routing Domain Services
Multicast Groups
Applications

View Tutorial / Citrix Support
Global Actions v

?
=

-3

BPEDDDD

From the Intranet Services, if you select WAN Links from the Section drop-down list, you can see

both primary and secondary WAN link that specified by you. By default the mode is set to Auto.

Configuration Virtual WAN Configuration Editor - config_MultipleLink
config_MultipleLink
New  Open.. Save Save As.. import.... Export..

Monitor IPsec Tunnels
of IPsec tunnels. The tunnel status must be GREEN for the data traffic to flow.

[ ] oo | -

Region:  Default_Region &

Site:  DC - + Site D sue 0 sie

WAN-to-WAN Forwarding
Virtual Paths

Dynamic Virtual Paths
Internet Service

| intranet Services

WAN Links

GRE Tunnels

IPsec Tunnels

Firewall

Application Routes

Routes

OSPF

BGP

Route Learning Properties
Inter Routing Domain Services
Multicast Groups

Applications

Intranet Service

+ Service

Close

avwan_service 22757,

B service

Auto %

433 0 ¢

Section

WAN Links
B Nane
$ None

View Tutorial / Citrix Support
Global Actions v

?
=

In the SD-WAN Center Ul, navigate to Reporting > IPsec to check the status
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Time: ~ October 3, 2019 5:23pm Last: Hour / Day / Week / Month Mode: | Relative (1 minute ago) NG
|
11:30am 12:00pm 12:30pm 1:00pm 1:30pm 200pm 2:30pm 3:00pm 3:30pm 400pm 430pm 5:00pm
11:30am 12:00pm 12:30pm 1:00pm 1:30pm 200pm 230pm 3:00pm 330pm 400pm 430pm 5:00pm
A« « Interval: | 1minute %
Routing Domain: | Any
Applications | HDX | AppQoE | MOS | Services Classes Sites | Virtual Paths | Paths | WANLinks | MPLS Queues Ethernet | GRE | IPsec | Events
Show Bandwidth/Datain | KbpsikB 4  Filters: + MAA®
filtered from 9
Name A site Service Type Intranet Service Type IPsec Tunnel Worst State [ MTU TX Bandwidth [ RX Bandwidth [ Data Dropped [ o3
avwan_service_69015269_0 Branch Intranet Aure Goop 5 1434 00453 00453 00053
avwan_service_69015269_1 Branch Intranet Aure Goop [ 1434 0048 0048 0008
avwan_service_69015269_2 Branch Intranet Aaure Goop 1434 0043 0043 00083
avwan_service_69015269_3 Branch Intranet Aure Goop 1434 00453 00483 0005
avwan_service_96514581.0 DC Intranet Azure Goop [ 1434 0043 00483 00083
avwan_service_96514581_1 C Intranet Aaure Goop 1434 0043 0043 00083

Cloud Direct Service

May 5, 2021

The Cloud Direct service delivers SD-WAN functionalities as a cloud service through reliable and se-
cure delivery for all internet-bound traffic regardless of the host environment (data center, cloud, and
internet). It improves network visibility and management. It enables partners to offer managed SD-
WAN services for business critical SaaS applications to their end customers.

Cloud direct service offers the following advantages:

+ Redundancy - Uses multiple internet WAN links and provides seamless failover.
« Link aggregation - Uses all internet WAN links at the same time.
+ Intelligent load-balancing across WAN connections from different providers:

- Measuring packet loss, jitter and throughput.
- Custom application identification.
- Application requirement and circuit performance matching (adapt to real-time network

conditions).
+ SLA-grade Dynamic QoS Capability to internet circuit:

- Dynamically adapts to varying circuit throughput.
- Adaption through the tunnel at ingress and egress endpoints.

+ Rerouting VOIP calls between circuits without dropping the call.
+ End-to-end monitoring and visibility.
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Cloud direct service workflow

Cloud Direct Service

SaaS Applications

] Office 365 @
Citrix Apps

Cloud Direct
Service

o

Users PC

Virtual Path

Citrix SD-WAN

Citrix SD-WAN Head office

Branch office

Before you begin deploying the Cloud Direct Service, ensure that the following steps are completed:

1. Have a410-SE, 210-SE, or 1100-SE/PE edition appliance. If the factory shipped SD-WAN version
of the appliance is earlier than 9.3.5, then you must follow the USB reimaging procedure to up-
grade the appliance to the latest shipping base image.

2. Performsingle step upgrade procedure to install the software version that supports Cloud Direct
Service.

3. Configure the MCN appliance and establish the virtual paths with its branches:

+ Configure branch site. See Configure Branch for more information.
« Create application objects for application-based routes.

- Ifyouintend to selectively steer the applications through the Cloud direct service, cre-
ate the application objects by including the corresponding applications, see how to
create Application Objects, which are routed through the Cloud direct service. To man-
age Internet bound traffic, the Internet service must be created from the appliance
configuration editor. For more information, see Internet Service.

- Ifyou intend to steer all internet bound traffic through the Citrix Cloud direct service,
then you can skip creating the specific application objects.
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Licensing

The Cloud Direct service feature is licensed independently from the base licenses of SD-WAN. Ensure
that you have installed the required licenses for the Cloud Direct service on SD-WAN Center. For more
information, see Citrix SD-WAN Center as a license server.sd-wan-center-as-license-server.

The Licensing page provides details about the installed Cloud Direct service license information.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Configuration / Licensing / License Details
Network Discovery 9 a

Netwerk Configuration Network Summary License Details File Management
Zero Touch Deployment

License Server Host ID: f2ba416af433

Change Management
License Kind: | Cloud Direct %

Appliance Settings
A deleted Cloud Direct license will expire on the day it was deleted.

Mobile Broadband

Show 100 § entries Search:
Licensing
Bandwidth (Mbps) Available Used License Expiry Grace Period Remaining
Cloud Connectivity -~ 10 1 0 Sun Dec 01 00:00:00 2019
Showing 1to 1 of 1 entries
Cloud Direct
Previous Next
Azure >
Security >

Note

There is a grace period of 30 days for the expired or deleted Cloud Direct licenses, before which
you need to install the valid licenses for the deployed Cloud Direct sites to be functional. If no
valid licenses are installed before the expiry of the Grace period, SD-WAN Center disables the
Cloud Direct service on site using the expired license.

Configure cloud direct service in SD-WAN Center

1. In the SD-WAN Center GUI, navigate to Configuration > Cloud Connectivity > Cloud Direct.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

<

Configuration Cloud Connectivi
Network Discovery 9 / v

Cloud Connectivity
Network Configuration

Zero Touch Deployment Cloud Direct Azure
The Citrix Cloud Direct Service delivers SD-WAN functionalities as a cloud service through reliable
and secure delivery for all internet-bound traffic regardless of the host environment (data center,
cloud, and internet). This improves network visibility and management. It enables partners to offer
Appliance settings managed SD-WAN services for business critical Saa$ applications to their end customers.

Change Management Virtual WAN

Azure Virtual WAN is used to upload the Branch site information into Azure portal to ensure
connectivity between the Branch and Azure backbone. In order to establish the Azure connectivity,
the Branch site needs to be preconfigured with the Intranet service using the required wan-links

Mobile Broadband . .
associated with the intranet service.

Licensing Automated SD-WAN Deployment

SD-WAN D enables o have a direct secure connection from
branch environments to applications hosted in Azure in an automated manner eliminating
deployment complexity, the need for dedicated express route and backhauling cloud bound traffic
through a data center. This helps in ensuring a superior user experience especially for latency
Azure > sensitive and bandwidth intensive applications such as the ones hosted in Citrix Virtual Apps and
Desktops service.

I Cloud Connectivity

Cloud Direct

Security >

2. Login with Citrix Cloud credentials.
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L]

@ hittps://accounts-internal.i

Citrix Cloud”

Enter your Citrix credentials.
(Citrioe.com, My Citrix, or Citrix Cloud)

abc @ citrix.com

Don't have an account?

Sign up and try it free

‘]--qr' in with my companmy credentials

The Cloud Direct home page appears after you successfully logged into the Citrix Cloud Service.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

<

) Configuration / Cloud Connectivity / Cloud Direct
Network Discovery

Network Configuration

Zero Touch Deployment Site Details

Add Pull Active Confi
chonge veragemen: | L24] ?

Appliance Settings Show 100 4 entries Search:
WAN Links
Mobile Broadband Sub: tie
site Name A {Region | PrimaryPOP | SecondaryPOP | : s“d”: ';"b Service Status | Appliance Status | Details
e — LAN to WAN | WAN to LAN andwidth (Mbps)
Licensing Gops) | (kbps) | \
No sites deployed for Cloud Direct service.
Cloud Connectivity v
Previous  Next
Cloud Direct
Azre > License Details
Security >
Show | 100 4 entries Search:
Bandwidth (Mbps) ~ Available Used License Expiry Grace Period Remaining
| |
10 1 0 Sun Dec 01 00:00:00 2019
Showing 1to 1of 1 entries
Previous Next

3. Click Pull Active Config to retrieve latest active MCN configuration.
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B Pulling active config will overwrite any un-

deployed changes
Do you want to continue?

4. Click Add a new site. Sites that are eligible for the Cloud Direct service deployment are dis-
played in the menu.

Note

« The Cloud Direct service feature is supported on 210, 410, and 1100 hardware appli-
ances.

« From 11.2 release onwards, the Cloud Direct service is supported on SD-WAN 2100,
4100, and 6100 appliances. Both SD-WAN Center and Orchestrator allow the Cloud
Direct service feature to be deployed on SD-WAN 2100, 4100, and 6100 appliances. SD-
WAN Center supports up to 250 Mbps subscription licenses for Cloud Direct.

Configure Site to Cloud Direct Service E

&Note: To add application objects, internet service must be configured on the site.

ite Name:

site210 - cb210 Default Region
Select upto four WAN Links: %

Permitted Rate for Cloud Direct Service
r 1 r 1

Use A WAN Link | Access Type WAN Link Type Standby Mode  [LAN to WAN(kbps) ’wm to LAN(kbps) | LAN to WAN(kbps) WAN to LAN(Kbps)
O ::1:?10— public_internet | Select WAN Link ... + Disabled 1000000 1000000 ‘
0 :;‘fi“’ public_internet | Select WAN Link .., v |  Disabled 1000000 1000000 \
0 ::fim public_internet | Select WAN Link ... v |  Disabled 1000000 1000000 \
D wfgw‘ public_internet | Select WAN Link .. = |  Disabled 1000000 1000000 ‘

5. When asiteis chosen, the publicinternet WAN links that are associated with the selected site are

displayed, along with the appliance model information and the region in which the appliance
is deployed.
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6. Select the WAN links that you would like to use for Cloud Direct service traffic, along with
the WAN Link Type, Application Objects, Subscription Bandwidth, Primary POP, and
Secondary POP options.

Note

« Up to four WAN links are supported for Cloud Direct service.

« A WAN link bandwidth is no longer needed to be reserved exclusively for the Cloud
Direct service. If the Cloud Direct service is not active then the other services such
as virtual path, internet, or intranet services configured on that WAN link can use the
bandwidth as per the configured shares.

Configure Site to Cloud Direct Service L*

1 Note: To add application objects, internet service must be configured on the site.
Site Name:

site210

Select upto four WAN Links:

Permitted Rate Bandwidth for Cloud Direct Service
r d
Use A~ WAN Link Access Type WAN Link Type Standby Mode  LAN to WAN(kbps) WAN to LAN(kbps) LAN to WAN(kbps) WAN to LAN(kbps)
?Ilezm.“t public_internet Fiber v Disabled 1000000 10000:00 1000 1000
210-WL-
;'le public_internet | T1/T3 - Disabled 1000000 1000000 1000 1000
:'lem'M' public_internet Ko ™ Disabled 1000000 1000000
Ste210-WL o blic_internet A =] Disabled 1000000 1000000
2
External NAT
Application Objects: Subscription Bandwidth:
=< All Internet Traffic 10Mbps i
Primary POP: Secondary POP:
SEA[Seattle, WA) - LAX{Los Angeles, CA) ¥

+ Site Name: Displays the sites that are eligible for the Cloud Direct feature deployment.
+ Model: For the selected site, corresponding appliance model name is auto populated.

+ Region: For the selected site, the appliance specific deployed region details are auto pop-
ulated.

« WAN Link: For the selected site, the associated public internet WAN links are displayed.
« WAN Link Type: Select the WAN link type from the menu.
+ Standby Mode: The standby mode is retrieved from the WAN link configuration.

« Bandwidth for Cloud Direct Service: Enter the bandwidth that the Cloud Direct Service
can use exclusively. The selected bandwidth must be lesser than the configured permitted
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bandwidth and would not be available for use by the Virtual Path, Internet, and Intranet
services.

« External NAT: It is required that the public internet traffic originated from the branch LAN
network is source NAT from a specific IP address. By default, this is automatically per-
formed and taken care as part of the SD-WAN network configuration. If you would like to
configure the NAT IP (LAN Network) outside the SD-WAN device (for example, in an external
firewall), you can choose the External NAT option when deploying sites. The IP to which
the LAN traffic has to be the source NAT is available in the Details page of the deployed
Cloud Direct site.

+ Application objects: You can choose specific application objects or select “All Internet
Traffic”to be redirected through the Cloud Direct service. In case when the specific ap-
plication objects are selected, the traffic for those applications is sent through the Cloud
Direct service, and the rest of the traffic is steered using the internet service configured on
the appliance.

+ Subscription bandwidth: Subscription bandwidth is associated with the licensing for the
cloud direct service.

« Billing Mode: When a customer plans to deploy a Cloud Direct site as part of validating
proof of concept (POC), the Billing Mode field must set as Demo. For all other cases, set
the billing mode as Production.

NOTE: The following situation occurs, if the Billing Mode is selected as Demo or Produc-
tion:

« If a Cloud Direct site is created with Billing Mode as Demo, the settings can be edited
to Production.

« If a Cloud Direct site is created with Billing Mode as Production, the setting cannot
be edited to Demo.

The Billing Mode option enables the use of Cloud Direct trial/evaluation licenses, which can be
provided by Citrix sales or authorized partners. Sites operating with Cloud Direct evaluation
licenses must be set to the Demo Billing Mode option. Sites upgrading to full Cloud Direct sub-
scription licenses must be set to the Production Billing Mode option.

« Primary/Secondary POP: Ensure that the primary and secondary POP is not the same.
Select the POPs depending on the location proximity. Click Add.

7. After the sites are added, the service status is shown as Deployment is Pending. Select the site
for which you want to deploy Cloud Direct service and click Deploy.
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Site Details

Show 100 # entries Search:
WAN Links.
- Subseription
Site Name A Region | Primary POP Secondary POP Service Status llance Status | Details
T TS LAN to WAN WAN to LAN & g Bandwidth (Mbps) g
(kbps) {kbps)
site210-WL-1 1000 1000 Default LAX(Los Angeles, Deployment
a ite210 SEA(Seattle, WA) " 10Mbps N/A
: site210WL2 1000 1000 Region AR Pending o
D Previous 1 Next
—
License Details
Show 100 & entries Search:
Bandwidth (Mbps) A Available Used License Expiry Grace Period Remaining
10 1 o Sun Dec 01 00:00:00 2019
Showing 1 to 1 of 1 entries
Previous 1 Next

A notification stating that the deploy operation initiates a change management on the MCN ap-

pliance is displayed. You can click Yes or No.

B Deployment will initiate Change Management. Do
you want to continue?

Qmmmmmmm«mm&mcw

Site Details
Add || Edit Pull Active Config
Show 100 % | entries Search:
WAN Links
Subscription
Site Name A ion Primary POP Secondary POP Service Status liance Status | Details
e LAN to WAN WAN to LAN = 4 A Bandwidth (Mbps) g
(kbps) (kbps}
site210-WL-1 1000 1000 Default LAX{Los Angeles, Deployment
) site210 SEA(Seattle, WA) 10Mbps N/A
Site210-WL-2 1000 1000 Region & " Pending o
Previous 1 Next
Deploy | Disable Delete
License Details
Show 100 % entries Search:
Bandwidth (Mbps) A Available Used License Expiry Grace Period Remaining
10 1 0 Sun Dec D1 00:00:00 2019
Showing 1 to 1 of 1 entries
Previous 1 Next
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(U Cranige Managernen Status: Versying conti fie on MCN

Site Details
Show 100 4 entries Search:
‘ WAN Links ‘
Site Name A Region Primary POP Secondary POP
Link Names LAN to WAN | WAN to LAN
(kbps) (kbps)
site210-WL-1 1000 1000 faul Angsl
s sie2in Default g piseante, iy LoiLos AnEeles.
site210-WL-2 1000 1000 Region cA)
License Details
Show 100 # entries Search:
Bandwidth (Mbps) A Available Used License Expiry
10 1 0 Sun Dec 01 00:00:00 2019

Showing 1te 1 of 1 entries

C Change Management Status; Preparing the change for distribution to all appliances in the netwark

Site Details

Show 100 & entries Search:
WAN Links
Site Name A - T Region Primary POP Secondary POP
Link Names: LAN to WAN WAN to LAN
| (kbps) (kbps)
Site210-WL-1 1000 1000 faull Angel
= Site210 :e ‘?ul SEA(Seattle, WA) LAX[Los Angeles,
5ite210-WL-2 1000 1000 egion @
License Details
Show 100 ¢ entries Search:
Bandwidth (Mbps) A Available | Used License Expiry
10 1 o Sun Dec 01 00:00:00 2019
Showing 1 te 1 of 1 entries
C change Management Status: ACvating the changes In th network Please walt
Site Details
Show 100 % entries Search:
| WAN Links
Site Name ~ Region Primary POP Secondary POP
Link Names LAN to WAN | WAN to LAN
(kbps) (kbps) |
site210.WL-1 1000 1000 Default Los Angeles,
7 stez1n U Seaseattle, wa)  dLosARg
site210-WL-2 1000 1000 Region CA)
License Details
Show 100 % entries Search:
Bandwidth (Mbps) A Available Used License Expiry
10 1 o 5un Dec 01 00:00:00 2019

Showing 1to 1.of 1 entries

Subscription o

Bandwidth (Mbps) Service Status | Appliance Status | Details
|
10Mb Deployment )
L Pending
Previous Next
Grace Period Remaining
Previous Next
Subscription
Ba idth (Mbps) Service Status | Appliance Status | Details
|
Deployment
10Mbps Pending NfA (i ]
Previous Next
Grace Period Remaining
Previous Next
Subscription q "
Bandwidth tllbps) Service Status Appliance Status Details
Deployment
10Mbps Pend?:g A o
Previous Next
Grace Period Remaining
Previous Next
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+ Cloud Direct configuration change completed successfully »

Site Details
| Add Pull Active Config
Show 100 § entries Search
WAN Links
i _ Subscription ) . ’
Site Name A Region Primary POP Secondary POP Service Status | Appliance Status | | Details
LAN to WAN | WAN to LAN | © k4 4 Bandwidth (Mbps) PP
Link Names
(kbps) (kbps)
site210-WL-1 1000 1000 Default Los Angeles,
site210 M e nSeattle, W)y LALOSANBRIES, | Deployed Enabled i)
5ite210-WL-2 1000 1000 Region (o]
Frevious Next
License Details
Show 100 & entries Search:
Bandwidth (Mbps) ~ Available Used License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019

Showing 1 te 1 of 1 entries

After successfully deploying the sites, the cloud direct service page displays the following:

Service status: Deployed

Appliance status: Enabled

Subscription Bandwidth (Mbps): 10 Mbps
« Consumed the installed license

The above change management step auto generate and add the needed Cloud Direct service configu-
rations to the running configuration.

Note

The auto-created Cloud Direct Service (intranet service) is associated with the Default_RoutingDomain.

——
slobal Gonnections e
-

Region: Default_Region ¥ Intranet Service:  Cloud-Direct-Service v | Section: | Basic Settings ¥

Site: | site1100 - + site D site W site + service  [ii] Service

WAN-to-WAN Forwarding

Virtual Paths ?
Dynamic Virtual Paths Name:
Internet Service Cloud-Direct-Ser
I Intranet Services
WAN Links Firewall Zone:
GRE Tunnels Unirusted_Internet_Zone ¥
IPsec Tunnels

Service In Use:
Firewall
Application Routes Cloud Direct Service v
Routes
ospr ¥ Enable Primary Reclaim
BGP B

. Default Set:
Route Learning Properties
<None> ¥

Multicast Groups

Applications
#| Ignore WAN Link Status

Apply | Refresh
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Firewall Settings

Connections rd
WAN-to-WAN Forwarding +
Virtual Paths
Dynamic Virtual Paths Direction Type Service ggf‘j Inside IP Address Outside Zone Outside IP Addn
Internet Service
Intranet Services Port o=
WAN Links (Auto) Qutbound Direct-  * 198.18.101.2/32 Untrusted_Internet_Zone
GRE Tunnels Restricted oo
IPsec Tunnels
- Port
IFlrewaII 100 Qutbound Internet 0.0.0.0/0 Untrusted_Internet_Zone
Application Routes Restricted
Routes Cloud-
OSPF Port
(Auto) Qutbound Direct- * 198.18.102.2/32 Untrusted_Internet_Zone
BGP
Restricted
Route Learning Properties Service
Multicast G
u ‘,(as roups Cloud-
Applications = Port
(Auto) Outbound Direct- * 198.18.103.2/32 Untrusted_Internet_Zone
Restricted
Service
Cloud-
Port
(Auto) Qutbound Direct- * 198.18.104.2/32 Untrusted_Internet_Zone
Restricted
Service
Cloud-
Port
(Auto Qutbound Direct- Any * Untrusted_Internet_Zone 209.202.233.19¢
Restricted
Service
Apply Refresh
Provisioning Sites in SD-WAN application GUI
Site: | site1100 i + site D site B sie
L. ? ?
s Filter by Group: LAN to WAN Permitted Rate (kbps): 1000000  WAN to LAN Permitted Rate (kbps): 1000000 LAN to WAN
[ services - A
: LAN to WAN : } WAN to LAN )
N e Shares - sum N e - Sum
Name A Group LA - R - v Rerote
@ Cloud-Direct-Service Default v |5 /A 5 N/A WAN to LAN
® dc2100 Default v 80 no limit | 1000 10000... | 80 no limit | 1000 10000
® internet Default v | 100 no limit | 1000 /A 100 no limit | 1000 N/A
Totals: 680 500 2000 1000000 680 500 2000 1000000
App Refresh

Monitoring Cloud Direct service

You can view the configured Cloud Direct service after the sites are deployed and enabled. Click the

exclamation icon in the Details column to view the site details.
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Cleud Direct Site Details x
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You can view the site summary graphs by navigating to Dashboard > Cloud Direct > Network Sum-
mary and Site Summary.

Dashboard Fault Configuration Reporting Administration Nitro AP1

Dashbeard / Default Dashboard / Cloud Direct / Network Summa
Default Dashboard i

Cloud Direct: Summary

Network >
Apps >
N W site is offline and all WAN Links
Cloud Direct ~ 1 1 are down.
Netwerk Summary Site is up and running, but one or more
etwol Total Sites Wan Link Issues WAN Links have performance issues.
Site Summary W Siteis up and running without any
issues.
Management Infra
Custom Dashboard Show 10 & entries Search:
Site Name. Subscription Bandwidth Status
site210 10 Mbps Wan Link Issues

Showing 1to 1 of 1 entries

Previous 1 Next
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Default Dashboard

Dashboard / Default Dashboard / Cloud Direct / Site Summary

Network 5 Select Report:  Overview - Select Time:  Last Hour - Select Site:  site210

Apps >

Cloud Direct v

Network Summary
Site Summary
Management Infra
Custom Dashboard Select Report: Overview - Select Time: Last Hour - Select Site:  site210
Site Ihroughput
3 s00 _
3 o
5 E
5
2 >
£ H
S 250 —t |2
] 3
=
£ vl W
05:45 06:00 06:15 06:30
Time
— LAN to WAN — WAN to LAN
Wan Link-1(site210-WL-1) Throughput
F B
L 2 )
2 a
El ®
3 H
£ £
= =
ok ==
05:50 06:00 06:10 06:20 06:30 06:40
Time

~ LAN to WAN — WAN to LAN

Editing site in SD-WAN Center

100

20k

10k

0Ok

Site Loss and Latency

05:45

05:45

06:00 06:15

Time

Wan Link-2(site210-WL-2) Throughput

06:30

N
06:00 06:15 06:30
Time

~ LAN to WAN — WAN to LAN

You can choose to edit the sites to modify bandwidth and wan link type.

Note

POP selections cannot be edited.

(%) sso7

=

Pull Active Config

Site Details
|E.
Show 100 & entries Search:
WAN Links
Subscription
Site Name A Region Primary POP Secondary POP Service Status liance Status
Link Names LAN to WAN | WAN to LAN B s " Bandwidth (Mbps) App
(kbps) (kbps)
Site210-WL-1 1000 1000 faul Angel
B sie2i0 Default o s seattie, way UNLOSANBEIES e Deployed Enabled
Site210-WL-2 1000 1000 Region A
— Previous
License Details
Show 100 & | entries Search:
Bandwidth (Mbps) A | Available | Used | License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019

Showing 1 to 1 of 1 entries

Previous

Details

Next

Next
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Configure Site to Cloud Direct Service |x]

L Note: To add application objects, internet service must be configured on the site.

Site Name:
site210 v cb210 Default Region

Select upto four WAN Links:

Permitted Rate Bandwidth for Cloud Direct Service
I 1 I 1
Use A WAN Link Access Type WAN Link Type Standby Mode  LAN to WAN(kbps) |WAN to LAN(kbps) LAN to WAN(kbps) WAN to LAN({kbps)
/] :::2‘10' public_internet | Fiber - l Disabled 1000000 1000000 1000 1000
@ 2% publicinternet | T1m3 v | Disables 1000000 1000000 1000 1000

::::_;:D' public_internet | Select WAN Link ... ¥ Disabled 1000000 1000000
:\Iftlizsm' public_internet | Select WAN Link ... * Disabled 1000000 1000000

@ External NAT

Application Objects: ) Subscription Bandwidth: §
[%Allinternet Traffic | | 10Mbps - |
Primary POP: Secondary POP:
SEA(Seattle, WA) v I LAX(Los Angeles, CA) v |

Apply
+ Site edited for Cloud Direct service, x

Site Details
[(Add ]| edit Pull Active Config
Show 100 § entries Search:
WAN Links
8 Subscription
Site Name A | - . Region Primary POP Secondary POP 3 Service Status liance Status | Details
Link Names LAN to WAN | WAN to LAN | & & z Bandwidth (Mbps) Bl
(kbps) (kbps) |
Site210-WL-1 1000 1000
site210 Default SEA[Seattle, WA) LAX(Los Angeles. 10Mbps :edeplaymenr. ; [ ]
Site210-WL-2 3000 3000 Region ) ending
Previous 1 Next
¥ Jisable Delete
License Details
Show 100 & entries Search:
Bandwidth (Mbps) ~ Available Used License Expiry Grace Period Remaining
10 ] 1 Sun Dec 01 00:00:00 2019
Showing 1 ta 1 of 1 entries
Previous 1 Next

The service status displays as redeployment pending. Deploy the site. The deployment process is
completed for the edited site.
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B Deployment will initiate Change Management. Do
you want to continue?

~* Cloud Direct configuration change completed successfully

Site Details
Edit Pull Active Config
Shew 100 ¢ entries Search:
WAN Links
= Subseription
Site Name A Region Primary POP Secondary POP Service Status liance Status | Details
TS LAN to WAN WAN to LAN = o Bandwidth (Mbps) i
(kbps) (kbps)
o site210-WL-1 1000 1000 Default LAX[Los Angeles,
site210 SEA(Seattle, WA) 10Mbps Deployed Enabled
site210-WL:2 3000 3000 Region A °
Previous 1 Next
Deploy Disable Delete
License Details
Show 100 # | entries Search:
Bandwidth (Mbps) Available Used License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019
Showing 1 to 1 of 1 entries
Previous 1 Next

Enable and Disable Site

You can enable a deployed site that has an appliance status shown as disabled. To enable a site, click
Enable.
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Site Details
[ add || Edit | Pull Active Config
Show | 100 § entries Search:
‘ WAN Links ‘
Site Name A Region | PrimaryPOP | Secondarypop |  SuPScription Service Status | Appliance Status | Details
LAN to WAN | WAN ta LAN Bandwidth (Mbps)
Link Names
(kirps) (kbps)
site210-WL-1 1000 1000
@ site2i0 Default o coartie, way AL ANBEIES e Deployed Disabled o
site210-WL-2 3000 3000 Region A

— T Previous 1 Next
Deploy m Delete

License Details

Show 100 % entries Search:
Bandwidth (Mbps) A Available Used License Expiry Grace Period Remaining

10 o 1 Sun Dec 01 00:00:00 2019
Showing 1101 of 1 entries

Previous 1 Next
+ Cloud Direct Service enabled successfully. x
Site Details
Add | Edit Pull Active Config
Show 100 ¢ entries search:
WAN Links
) ) Subscription )
Site Name
~ e to vian v o im Region | PrimaryPOP | Secondary POP | 0 Mbps) Service Status | Appliance Status | Details
Link Names
(kbps) (kbps) |
site210-WL-1 1000 1000
site210 Default oo ceattle, way DOULOSANEEIRS e Deployed o o
site210-WL-2 3000 3000 Regian
Previous 1 Mext
License Details
Show 100 & entries Search:
Bandwidth (Mbps) A Available | Used License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019
Showing 1to 1of 1 entries
Previous 1 Next

Click Disable to disable a deployed site. Disabling site would no longer use cloud direct service to
steer the internet traffic. All traffic is redirected through the internet service, if configured on the ap-
pliance.
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Site Details
[ 6o | Pl Active Confg |
Show 100 & entries Search:
| WAN Links
i Subscription .
Site Name A T | Region Primary POP Secondary POP Service Status liance Status | Details
Link Names LAN to WAN | WAN to LAN : v v Bandwidth (bns) e
| (kbps) (kbps) |
site210-WL-1 1000 1000
a site210 Def‘.’“" SEA(Seattle, WA) LAX{Los Angeles, 10Mbps Deployed Enabled [ ]
site210-WL-2 3000 3000 Reglon =)

Previous 1 Next
(L300 Disable § Delete

License Details

Show 100 4 entries Search:
Bandwidth (Mbps) ~ Available Used | License Expiry Grace Period Remaining
|
10 0 1 Sun Dec 01 00:00:00 2019
Shewing 1to 1 of 1 entries

Previous 1 Next

+ Cloud Direct Service disabled successfully. x

Site Details
Add [ Pull Active Config
Show | 100 § entries Search:
WAN Links
- Subscription
Site Name A Region | Primary POP Secondary POP : Service Status. liance Status | Detalls
L LAN to WAN WAN to LAN | i ry Bandwidth (Mbps) e
(kbps) (kbps)
site210-WL-1 1000 1000
site210 Eef‘.auh SEA[Seattle, WA) LAX(Los Angeles. 10Mbps Deployed (4] [ ]
site210-WL-2 3000 3000 egion )
Previous 1 Next
License Details
Show | 100 § entries Search:
Bandwidth (Mbps) ~ Available Used License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019
Showing 1 to 1 of 1 entries
Previous 1 Next

Site Deletion

You can choose to delete the sites that no longer require Cloud Direct connectivity. To delete sites,
select the site and click Delete. A confirmation message to delete sites is displayed.
All cloud direct service configuration is removed through the change management process.
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Site Details
Pull Active Config
Show 100 & entries Search:
WAN Links
- Subscription
Site Name A on Primary POP Secondary POP Service Status liance Status | Details
N LAN to WAN | WAN to LAN i 4 =t/ Bandwidth (Mbps) ape
site210-WL-1 1000 1000
] site210 Default o canttte, way  ULOSAnBEles, o Deployed Enabled o
Site210-WL-2 3000 3000 Region A
Previous 1 Next
License Details
Y
3
Show| 100 # entries Search:
Bandwidth (Mbps) ~ Available Used License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019
Showing 1 to 1 of 1 entries
Previous 1 Next

Deleting sites will initiate Change Management.
Are you sure you want to delete the Cloud Direct
Service for the selected site(s)?

0 Ensuring appliance readiness for the Cloud Direct configuration change

Site Details
Add Edit Pull Active Config
Show | 100 & entries Search:
WAN Links
Subscription
Site Name A Region | Pri POP | Secondary POP Service Status iance Status | Details
=, LAN to WAN | WAN to LAN ot 4 wld Bandwidth (Mbps) wrd geclce
(kbps) (kbps)
SieZ10-WL- 1000 1000 Default LAX[Los Angeles, Deletion in
site210 SEA(Seattle, WA) 10Mbps NiA
site210-WL-2 3000 3000 Region = Progress o

Previous 1 Next
Deploy || Disable || Delete

License Details
Show 100 % entries Search:
Bandwidth (Mbps) A Available Used License Expiry Grace Period Remaining
10 0 1 Sun Dec 01 00:00:00 2019

Showing 1 ta 1 of 1 entries

Previous 1 = Next
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Configuration / Cloud Connectivity / Cloud Direct

Site Details
| Add Pull Active Config
Show 100 & entries Search:
WAN Links
= Subscription
Site Name A | Region Primary POP Secondary POP > Service Status | Appliance Status | Details
; LAN toWAN | WANto LAN | & L L Bandwidth (Mbps) 2
Link Names
1 | (kbps) (kbps) |
No sites deployed for Cloud Direct service.
Previous Next
License Details
Show 100 & entries Search:
Bandwidth (Mbps) A | Available | Used | License Expiry Grace Period Remaining
10 1 0 Sun Dec 01 00:00:00 2019

Showing 1 to 1 of 1 entries

Previous Next

Cloud Direct Service status on Citrix SD-WAN

You can verify the Cloud Direct service status on a local SD-WAN appliance.

Go to the Citrix SD-WAN GUI, navigate to Configuration > expand the Appliance Settings > select
Cloud Direct Service.

Dashboard Monitoring Configuration

= Appliance Settings Configuration » Appliance Settings > Cloud Direct Service

Administrator Interface

Logging/Monitoring Cloud Direct Service
Network Adapters
Net Flow Cloud Direct service has been configured and running currently.

App Flaw/IPFIX
SNMP

NITRO AP

Licensing

Cloud Direct Service

+ virtual WAN

=+ System Maintenance

Click Disable option to disable the Cloud Direct service.

Dashboard Monitoring Configuration

— Appliance Settings Configuration > Appliance Settings > Cloud Direct Service

Administrator Interface

Logging/Monitoring Cloud Direct Service

Network Adapters

Net Flow Cloud Direct service has been configured but disabled currently. Please re-enable from the SDWAN Center.
App Flow/IPFIX O Service disabled successfully

SNMP

NITRO API

Licensing

Cloud Direct Service
+ Virtal WAN

+ System Maintenance
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Troubleshooting

The most common error messages that might occur on SD-WAN Center when deploying Cloud Direct
service are as follows.

Error/status messages are displayed on SDW-AN Center under Configuration > Cloud Connectivity
> Cloud Direct.

‘Cloud Direct License error! Please upload additional license for {bandwidth} Mbps bandwidth’

+ Upload avalid Cloud Direct license on SD-WAN Center by navigating to Configuration > Licens-
ing > File Management option and then proceed with deploying this feature

‘Cloud Direct configuration HA due to Citrix Cloud Workspace login issue’

+ Reenter credentials for Citrix Cloud Workspace login on SD-WAN Center by navigating to Con-
figuration > Cloud Connectivity option.

‘Cloud Direct configuration processing error! Site: {site_name}(IP: {mgmt_ip}) is not reachable
or is missing Cloud Direct support’

+ Check if SD-WAN appliance or appliances (in case of HA deployment) are reachable on the man-
agement port.

‘Cloud Direct configuration HA Config Check error for site: {site_name}’

+ Check for connectivity of both appliances in HA pair corresponding to site being deployed.

‘Both the HA Pair Appliances have to be reachable to perform Cloud Direct Configuration’

« When deploying Cloud Direct service on SD-WAN appliances in HA pair, both secondary and
primary appliances must be reachable on the management port.

‘Cloud Direct configuration processing error! Site: {site_name}(IP: {mgmt_ip}) has SSO Login
Issue’

+ Check if SD-WAN appliance is up/running and reachable on the management port. This error is
displayed when SD-WAN Center is unable to perform single sign-on to the SD-WAN appliance.
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‘Internal error encountered during Cloud Direct configuration processing’

« This might occur due to multiple error conditions while carrying out configuration check or rest
of the processing. A user might need to review the logs and perform the operation again.

‘Cloud Direct configuration processing canceled! MCN is not ready for change management’

+ Check if MCN is accessible and up and running and that its change management state is “net-
work_staging.”

‘Cloud Direct configuration processing error! Site: {site_name}(IP: {mgmt_ip}) does not have
Cloud Direct support. Please do single step upgrade to have a Cloud Direct support’

+ Perform single step software upgrade on the SD-WAN appliance through MCN > Change Man-
agement. After this procedure, reattempt deploying Cloud Direct service for this site.

‘Cloud Direct configuration processing error! SD WAN change management operation failed’

+ Change management operation somehow did not succeed. Check SD-WAN Center logs for de-
tails.

‘Cloud Direct configuration processing error! Enabling service at site: {site_name} failed’

« Unable to enable Cloud Direct service on SD-WAN appliance. Check for connectivity of specific
appliance or for those in HA pair or for any issue when performing single sign-on. Check logs on
SD-WAN Center and appliance for details.

‘Cloud Direct configuration processing error! Disabling service at site: {site_name} failed’

+ Unable to disable Cloud Direct service on SD-WAN appliance. Check for connectivity of specific
appliance or those in HA pair or for any issue when performing single sign-on. Check logs on
SD-WAN Center and appliance for details.

‘Cloud Direct configuration processing error! Config image push to site: {site_name} failed’

+ Unable to upload service-specific image on appliance via REST api or not able to access both
appliances in HA pair.
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‘Cloud Direct Service encountered an error during configuration processing. Audit errors
found in the SD WAN config!’

+ Audit errors found when attempting to compile the SD-WAN config. Check SD-WAN Center logs
for details.

‘Cloud Direct configuration processing error! Create Site failed for Site: {site_name}’

+ Service-side error when attempting to create a site for the corresponding SD-WAN appliance.
Review SD-WAN Center logs for additional details.

‘Cloud Direct configuration processing error! Update Site failed for Site: {site_name}’

+ Service-side error when attempting to modify site related settings for the corresponding SD-
WAN appliance. Review SD-WAN Center logs for additional details.

Error messages seen in logs (SDWAN_common.log)

Here are few scenarios where Cloud Direct service is deployed on SD-WAN appliance, but might not
function as expected. You can download and review the logs on the local SD-WAN appliance using the
SDWAN_common.log for more details.

Scenario 1

“Detected Cloud Direct VM is not responding ...Disabling Cloud Direct Service now!”*“Cloud Di-
rect service has been disabled.” Underlying KVM running on local SD-WAN appliance is not func-
tioning in expected manner. In such case, Cloud Direct service functionality is disabled on the appli-
ance.

Scenario 2

“No tunneled packets seen for past 5 mins ...Disabling Cloud Direct Service now!”*Cloud Direct
service has beendisabled.” Thereisnotunnelestablished between SD-WAN appliance and tunnel
endpoint in-use for Cloud Direct service. This might be due to misconfiguration of wan-link, lack of
internet connectivity over configured wan-link, incompatible or invalid data/config image pushed to
appliance orany firewall rule that might be dropping UDP tunnel packets when received over wan-link.
In such case, Cloud Direct service functionality is disabled on the appliance.
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When you activate a configuration on MCN with different Cloud Direct configuration (For example: NAT
configuration is changed for Cloud Direct) and it might lead to the permanent interruption of traffic.
To overcome this block, you can follow either one of the following steps to select the different routes

present on the appliance:

1. In the SD-WAN Center GUI, navigate to Configuration > Cloud Connectivity > Cloud Direct.
Select the cloud direct appliance and click Disable option to disable the cloud direct service.

Dashboard Fault Monitering Configuratiol Reporting Administration Nitro API
¢
Configuration / Cloud Connectivity / Cloud Direct
Network Discovery
Network Configuratior
Zero Touch Deployment Site Detalls
i Add || Edit ngMode: | Demo Pull Active Config
Cha
Appliance Settings Show| 100 v entries Search:
WAN Links
Mobile Broadband Subscription
Site Name A Region Primary POP Secondary POP P Service Status | Appliance Status | Details
LAN to WAN | WAN to LAN Bandwidth (Mbps)
Link Names : .
icensing (kbps) (kbps)
KIRX1(Citrix, .
Cloud Connectivity w £ br-RCN 1 Santa Clara, CA) 10Mbps Enabled o
Cloud Direct
Azure >
Disable Cloud Direct service on selected sites »
Security
License Details
Show| 100 ¥ |entries Searcr
Bandwidth (Mbps) A Avallable Used License Expiry Grace Period Remaining

2. Navigate to Configuration > Cloud Connectivity > Cloud Direct and pull active config to get
the clean-up notification. You can click the Cleanup Missing Sites notification button shown
for the affected cloud direct appliance. This operation disables Cloud Direct service running on

the appliance.

Dashboard Fault Manitoring Reporting Administration Nitre API

I3

Confguration / Cloud Connectivity / Cloud Direct

Network Discovery

Network Configuration & Sires: sme210, br-RCM{duplicate) where Cloud DITect Service were previously created are now MSSIng In the ctive SO WAN configuratio| Clean

b, Sites: site210, br RCN{duglicate) where Cloud Direct Service were previously created are now missing In the active S WAN configuration. Sites br-RCN require redeployment due to configuration
MISMITCh BETWEER SErVICe SETTINGS and 5 wan ConNguration.

Zero Touch Deployment
®

Change Management

Appliance Settings
Site Detalls

Mobile Broadband
Pull Active Config

Add Billing Mode:  Deme
Licensing
Show 100 w entrie Search:
Cloud Connectivity
WAN Links
Subscription
i Site Name Primary Py @ I
Cloud Direct ~ o T T Reglon Timary POF Secondary POF Bandwadth (Mbps) Service Status | Appllance Status | Detalls
Ink Names
Azure [kbps) [kops)
- MRK1(Citrix »
Security br-RCN 5000 5000 RCN1T Santa Clara, € 10MBpS bled i ]

License Details

ow | 100 ¥ entries

3. Redeploy the Cloud Direct service on SD-WAN Center to use the Cloud Direct service for affected

appliances.
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Integrate Citrix SD-WAN and Zscaler using Citrix SD-WAN Center

May 5, 2021

Citrix SD-WAN and Zscaler help enterprises transform their WAN for cloud migration by providing se-
cure local breakouts to applications and resources hosted on the Internet. New WAN infrastructure
technologies such as SD-WAN increase network agility and scale while lowering cost and complexity
for an improved user experience in distributed organizations.

SD-WAN solutions simplify routing by allowing traffic destined for the cloud to breakout to the Internet
locally. SD-WAN provides flexibility for routing traffic to the Internet (remove central DC environment)
by using application steering features. However, exposing the network to the Internet poses signifi-
cant security risks. A centralized approach to securing local breakout through a cloud service elim-
inates the overhead of maintaining security infrastructure in the branches. All traffic is reliably and
securely routed to Zscaler (cloud-based security platform) with Citrix SD-WAN in the branch network.
You can eliminate costly infrastructure and protect your network from threats and vulnerabilities.

Citrix SD-WAN

Citrix SD-WAN helps enterprises move to the cloud by securely enabling local branch-to-Internet
breakouts with a built-in stateful firewall for creating policies that can allow or deny Internet access
directly from the branch. Citrix SD-WAN identifies applications through a combination of an inte-
grated database of over 4,000 applications, including individual SaaS applications, and uses deep
packet inspection technology for real-time discovery and classification of applications. It uses this
application knowledge to steer traffic from the branch to the Internet, cloud or SaaS.

Zscaler

Zscaler is the leading cloud-based security platform, which delivers superior security without the
need for on-premises hardware, appliances, or software. Zscaler puts a perimeter around the Inter-
net, so that enterprises do not need to put a security perimeter around every office. The Zscaler Cloud
Security Platform acts as a series of security check posts in more than 100 data centers around the
world. By redirecting internet traffic to Zscaler, enterprises can instantly secure stores, branches, and
remote locations. Zscaler connects users and the Internet, inspecting every byte of traffic—even if
it is encrypted or compressed—so that users are secure and all hidden threats are identified before
they can infiltrate the enterprise network.

Citrix SD-WAN allows creating policies that enable direct Internet breakout from the branch and Zs-
caler’s Cloud Security Platform ensures security for IT by inspecting all internet-bound traffic in a
cloud service close to where users connect.
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Zscaler enforcement nodes (ZENs)

Citrix SD-WAN supports Zscaler APIs for automating creation of IPsec tunnels between Citrix SD-WAN
and Zscaler Enforcement Nodes (ZENs) in Zscaler’s cloud network. ZENs are full-featured, inline Inter-
net security gateways that inspect all Internet traffic bi-directionally for malware, and enforce security
and compliance policies.

The Zscaler API provides the two closest data center locations to each branch, allowing SD-WAN to
steer traffic effectively. Organizations can allow Zscaler to automatically pick the closest ZEN to the
branch by having ZEN look at IP addresses of WAN links configured on Citrix SD-WAN or can manually
select the ZENs.

NOTE

Both the routes always be in active mode if the tunnel is UP. If any tunnel goes down the corre-
sponding route becomes unreachable and the other route stay UP in that case.

Primary IPsec PAC @ Secondary IPsec PAC

Citrix SD-WAN

Benefits

The benefits of integrating Citrix SD-WAN and Zscaler include:

« Faster adoption of SaaS and cloud in a distributed enterprise.

- Centralizing security as a cloud service eliminates the need to have it in each branch.
- Eliminating the need to backhaulinternet-destined traffic allowing local Internet breakout
at the branch.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 219



Citrix SD-WAN Center 11.3

Simplified IT management with automated connectivity to a Secure Web Gateway.
- APl support automates configuration of secure tunnels to Zscaler
+ Improved user experience by reducing latency from backhauling Saas traffic.
- Eliminates hub-and-spoke model dependency for security purposes
« Elimination of costly security stacks at branches
- Reduce the overhead of having to deploy and manage firewalls at the branches.
« Assurance that internet-bound traffic is always secure.

- Security policies do not tie users to a physical location.
- Provides sandboxing, inspection of all ports and protocols, including SSL, URL filtering,
advanced threat protection, and more to protect against zero-day attacks.

Supported functionality

A Zscaler deployment using SD-WAN appliances supports the following functionality:

« Forwarding user-defined Internet traffic to Zscaler, thereby enabling direct Internet breakout.
+ Directinternet access (DIA) using Zscaler on a per customer site basis.

- On some sites, you might want to provide DIA with on-premises security equipment and
not use Zscaler.

- Onsome sites, you might choose to backhaul the traffic another customer site for internet
access.

« Virtual routing and forwarding deployments.
« One WAN link as part of internet services.

Zscaler is a cloud service. You must set it up as a service and define the underlying WAN links:

« Configure a trusted Public internet wan link at the data center and the branch sites.
+ Auto configure IPsec Tunnels for intranet services.

Deploying Zscaler in Citrix SD-WAN Center workflow

The following are the high-level steps that define the workflow to deploy Zscaler in SD-WAN Center.

1. Configure Zscaler subscription to SD-WAN Center (onetime). Log into the Zscaler site to obtain
subscription information.

2. Select Deploy in Citrix SD-WAN Center GUI.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 220


https://admin.zscaler.net/

Citrix SD-WAN Center 11.3

+ Deploy configuration for site using internet wan-link and preconfigured application object.
« Establish Connectivity.

« Get/Update of IPsec status.

Zscaler subscription

Before you proceed with configuring Zscaler in SD-WAN Center, you need to log into the Zscaler por-
tal.

1. Loginto the Zscaler site to obtain subscription information. The Dashboard page opens.

< C' @ httpsy/admin.zscalerbeta.net/#dashboard/1 Q ¥ e :
Web Overview o A O
GLOUD APPLICATION GLASSES s TOP URL GATEGORIES Tansactons TOP USERS Transactans
Oasmocars
l
g
Qﬁ
©)

SOCIAL NETWORKING APPLICATIONS Transactions STREAMING MEDIA APPLICATIONS

aaaaa TOP ADVANCED THREATS

Transactons

2. Click Administration > Partner Integrations.

€« C @ httpsy//admin.zscalerbetanet

TO URL CATEGORIES TOF USERS

STREAMING MEDIA AFPLICRTIONS

3. Select SD-WAN on the Partner Integrations page. Click Add Partner Key.
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&« C @ https//admin.zscalerbetanet/#administration/partner-integratiol a a8 :

Partner Integrations

Add Partner Key

PARTNER

Type Name
SD-WAN NONE

Search...

Cancel VMware VeloCloud

Cisco Viptela
Silver Peak
HPE Aruba

Citrix SD-WAN

4. Choose Citrix SDWAN for the partner key and click Generate. Store the key.

Configure Zscaler in Citrix SD-WAN Center

1. In the Citrix SD-WAN Center GUI, navigate to the Configuration > Security page. The Zscaler
Configured Sites page opens.

2. Click Subscription. Enter the Zscaler API (partner key) which created in the preceding steps.
Provide your Zscaler Username and Password. Select the Zscaler Cloud Name, Zscaler Log
Level, and click Apply.
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Subscription for Zscaler |L1

API Key:
WzFb7qcelveW

Username:

abc@zscaler.com

Password:

000K

Zscaler Cloud Name:

zscalerthree.net

Zscaler Log Level:
Debug v

3. Zens provides the list of available VPN endpoints for this Zscaler cloud subscription.

C

Zscaler Enforcement Node(ZEN) VIPs

Show| 10 ¥ entries Search

Location A Geo Region VPN Host Name VPN End Point IP

No data available in table

Showing 0 to 0 of 0 entries

Zscaler Enforcement Node(ZEN) VIPs [x ]

Show 10 & entries Search:

Location A [Geonql-nn | VPN Host Name VPN End Point IP ‘

Frankfurt v Europe frad-vpn.zscalerbeta.net 165.225.72.39
San Francisco IV US & Canada  sunnyvalel-vpn.zscalerbeta.net 199.168.148.132
Washington DC ~ US & Canada was1-vpn.zscalerbeta.net 104.129.194.39

Showing 1 to 3 of 3 entries
| Close |

4. After entering the Zscaler subscription and ZEN details, you can start adding sites to Zscaler.
Click Add.
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Dashboard Fault Maonitoring t Reporting Administration Nitro API

Configuration J Securiy
Natwark Distovery “ v

Metwork Configuratior L. FOT TeQIoN-Derauit_Region SO-WAN Center, 30 separave disk 10 107 SLAUISIICS 110 SD-WAN When Dolling SD-WANS. Chck Rere 10 NaVigate [0 AGmIRISITation.>S1arage Mainenance. x

Zscaler Configured Sites

Mobi

Licensing Site Name - WAN Link Applcation Objects Primary Deployment Status Detsss

Cloud Connectraty Brancn

I Security e WL

5. Inthe Configure Sites to Zscaler dialog box, add Site, WAN Link, and Application Objects. By
default, the Auto assign ZEN option is selected.

Configure Sites to Zscaler % |
! Note: Deploying sites will initiate Change Management
| Add Multiple Auto assign ZEd ¥
Auto assign ZEN
Manually Select ZEN
Site WAN Link Application Objects Action
- |k slect WAN Link v * v %k ]
Showing 1to 1 of 1 entries
Cancel
4 »

You can Manually Select ZEN. However, the following message appears notifying that unsaved
changes are lost.

Configure Sites to Zscaler El

! Note: Deploying sites will initiate Change Management

Add Mulkiple Manually Select ¥

Action ‘

Site WAN Link Application Objects
Select Site v [k v [k Select Application v [k o
Showing 1t 1 of 1 entries
-
/& Changing the ZEN Selection Mode will revert unsaved changes. Please click on v to proceed.
4 3

6. Select required sites and click Deploy. You can choose to add multiple sites by selecting Add
Multiple. The selected sites are deployed and the configuration page is displayed.
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Configure Sites to Zscaler E
ﬂ}mote: Deploying sites will initiate Change Management
Add Multiple Manually Select v + E
]
Site | WAN Link Application Objects Action
| oc '] [ DC-WL-1 - | | zscalerappobject v | W
| Branch Vl [ Branch-WL-1 v | zscalerappobject1 'l a

Showing 1 to 2 of 2 entries

'l Deploy »
Configuration | Security
Zscaler Configured Sites
Add ZENs || subseription || )
Show 10 ¥ entries Search:
ZEN
| |
a Site Name A WAN Link Application Objects Primary Secondary | Deployment Status Details
| |
e Branch Branch-Wi-1 | t 'l | scavpn. net ¥ ‘ seal-vpn net ¥ | Connection Active i)
e bC DCWL | t v | | sjcavpn net v | | seatvpn net v | Connecion active o

Showing 110 Z of 2 entries

Observe that the primary and secondary ZEN IP addresses are populated and the deployment
status is Connection Active.

7. Click Re-Deploy, if you make changes to the configured site’s VPN endpoints or application ob-
jects. Any changes to the configured sites in the SD-WAN Center trigger a Change Management
process on the appliances configured at the branch sites and DC sites.

n Re-geplaying sites will innate Change:
Management.
DO YOU Wt 10 continue?

- JES

Deleting sites also triggers the change management process.
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n Dedeting sites will initiate Change Management.
0o youwan: o contmuc?

Monitoring and troubleshooting

Select configured sites to view more information about Application Objects and Primary/Secondary IP
addresses. You can click the Details icon to view complete information about the configured sites.

Zscaler Site Details

Application Object

Application Object Name: zscalerappobject
Match Criteria

Match Type Application Family Protocol

application

IPsec Tunnels

Local IP: Peer IP: Local IP: Peer IP:
1921681002 104129.202.10 1921681002 165.22550.22
MU Firewall Zone: MU Firewall Zone:
1500 . 1500 -

IKE Version: DH Group: IKE Version: DH Group:

ikev2 group2 ikevz group2

IKE Hash Algorithm: IKE Integrity: IKE Hash Algorithm: IKE Integrity:
sha236 sha2s6 sha2sé sha2s6

IKE Encryption: IKE Identity: IKE Encryption: IKE Identity:
285256 user_fqdn 85256 user_fqdn
Identity Data: IPsec Tunnel Type: identity Data: IPsec Tunnel Type:
branch13311707@citrix.com esp_null branch13311707@citrixcom esp_null

PFS Group: IPsec Hash Algorithm: PFS Group: IPsec Hash Algorithm:
none mds none mas

IPsec Mismatch Behaviour: IPsec Mismatch Behaviour:

drop drop

You can view and download the Zscaler logs that can be used to troubleshoot issues in the Citrix SD-
WAN Center.

To view Zscaler log files:

1. Inthe Citrix SD-WAN Center web interface, click the Monitoring tab > Diagnostics.
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Citrix SD-WAN Center R11_2_1_47_864113 ~ admin

Dashboard Fault Configuration Reporting Administration Nitro API

Monitoring / Diagnostics
Network Map ing /' Diag

Statistics
Log Files @
el

SDWANCENTER_access.log v | View || Download

System Information

Diagnostic Packages @

These packages contain important real-time system information you can forward to Citrix Support Rep They may be directly through the browser or uploaded to Citrix (or another
server) by clicking on Upload to FTP.

Only 5 diagnostics packages can exist on the system at a time.

Create Package Manage Packages
Include Workspaces For : Diagnostic Package:
admin v SDWANCENTER_2020-5-15-14-14-26-dlagnosti... v | Download || Upload to FTP... || Delete |

Package Name:
=

2. From the Log File drop-down list, select the Zscaler log file you want to view. Click View.

3. If you want to download the log files to your computer, click Download.
IPsec tunnel configuration
The Details page in SD-WAN Center GUI provides information about the IPsec tunnel configuration to

Primary and Secondary endpoints. The Peer IP is obtained from Zscaler. Verify IPsec tunnel configu-
ration in the SD-WAN appliance GUI configuration editor.

+ Yl
:Q'EL ntranet Service Type Firewall Zone Local IP Peer IP MTL Keepalive Delet
Intranet 3 ZScaler + 1zscaler_service_44472088_1 § <Default- : 10824 ¢ 199.168.148.132 1500 v o
Intranet & ZScaler ¥ Zscaler_sefvice 44472088 2 3 -« > + 10924 3 104.129.104.39 1500 v n
Refresh
IKE settings

The following IKE/IPSec settings are chosen for IPsec tunnel configuration in the SD-WAN appliance.
For more information about configuring IPsec tunnel —IKE settings, see; How to configure IPsec tunnel
between SD-WAN and third-party devices topic.

« IKE version - IKEv2

IKE Identity —User FQDN

Hash Algorithm - SHA-256
Integrity Algorithm —SHA-256

« Encryption Mode —AES 256 Bits
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+ IPsec—Tunnel Mode
+ IPsec Encryption —Null

Local IP Peer IF MTU Keepalive

Firewall Zone
1500 v

+
Name
108.24 § 199.168.148.132

.‘Iv..‘“ Intranet Service Type
¢ 2zscaler_service 44472088 1

[E  invanet ¢ ZScaler

| ‘

Version
Pre-Shared Key: @®

IKEv2 %
Identity: Identity Data: Authentication:
User FQDN % sanjosed447208. .. Pre-Shared Key 3

Validate Peer Identity

Peer Authentication
Encryption Mode

Mirrored -
DH Group Hash Algorithm Integrity Algorithm
Group 2 (MODP1024) s SHA-256 & SHA-256 ¥ AES 256-Bit §
Lifetime (s) Max DPD Timeout (s)
300

Lifetime (s)
3600 86400

IPsec Settings

IPsec Protected Networks

|

IPsec settings
For more information about configuring IPsec tunnel settings, see How to configure IPsec tunnel be-

tween SD-WAN and third-party devices topic.

228

© 1999-2024 Cloud Software Group, Inc. All rights reserved.


https://docs.netscaler.com/en-us/citrix-sd-wan/10-2/security/ipsec-tunnel-termination/how-to-configure-ipsec-tunnel-for-third-party-devices.html
https://docs.netscaler.com/en-us/citrix-sd-wan/10-2/security/ipsec-tunnel-termination/how-to-configure-ipsec-tunnel-for-third-party-devices.html

Citrix SD-WAN Center 11.3

Service
ype

E Intranet ¢ ZScaler $ 2scaler_service_44472088_ 1 3 <Default- $ 10924 37 199.168.148.132 1500 7 t

E

Intranet Service Type Name Firewall Zone Local IP Peer IP MTU Keepalive Del

IKE Settings

IPsec Settings [,
Tunnel Type: PFS Group:
ESP+NULL § <None> g

Hash Algorithm:

MD5 s

Lifetime (s) Lifetime (s) Max:
28886 86400

Lifetime (KB) Lifetime (KB) Max:
0 0

Network Mismatch Behavior:

a

Drop v

IPsec Protected Networks [&CCL)

Application objects

Ensure that application objects are configured. For more information about configuring application

routes, see Application classification topic.

?

+

Search:
Order “"8{,‘32{” Cost  Service Type Service Name Cih";‘,gzip nfo Edit Delete
1 zscalerobject 4 Intranet zscaler_service_44472088_1 0] V4 o
3 zscalerobject 4 Intranet zscaler_service_44472088_2 0] V4 )]
K< < 1 > »
Refresh
Note

The GRE tunnel configuration is not supported as part of the automated workflow. However, the
manual configuration is still allowed. For more information, see Zscaler Integration by using GRE

tunnels and IPsec tunnels.
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Monitoring

May 5, 2021

The Citrix SD-WAN Center Dashboard allows you to view the SD-WAN network statistics and graphs on
a single pane. For more information, see Dashboard.

You can also view the SD-WAN network Events and Reports in Citrix SD-WAN Center.
Monitoring related articles:

Diagnostic Packages

Event Notifications

Log Files

Memory Dumps

Polling Interval

Statistics

System Information

Dashboard

May 5, 2021

The Citrix SD-WAN Center Dashboard displays a subset of the common statistics at a glance. For a
single-region deployment, the statistics are obtained from the MCN that is discovered in Citrix SD-
WAN Center. For a multi-region deployment, the statistics are obtained from all the regional Citrix
SD-WAN Center collectors for the selected time interval. You can view the following statistics:

» Network Summary
+ Network QoE

« Top Sites

« Inventory

+ Events and Alarms
» Top Apps

« HDX QoE

+ Management Infra
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For a single-region deployment, the default region statistics are displayed on the dashboard. For a
multi-region deployment, you can choose to view the multi-region dashboard or the regional dash-
board. To view the multi-region dashboard, in the Region menu select All.

Dashboard Monitoring Configuration Reporting Administration Nitro API
<
Dashboard / Default Dashboard / Network
Default Dashbosrd ashboard / Default Dashboard / Networl
Region:|1]
region
Network region2
Network Summary Defaut_Region
Apps
Management Infra ~
Custom Dashboard Time: | September 20, 2018 10:40am | [& Last Hour / Day | Week / Month Vode: | Relatve (32 seconds ago - 3 seconds ago)| |
1
22 aug 24. Aug 26. Aug 28 Aug 30. Aug 1.5ep 3. 5ep 5.5ep 7.5ep 9.Sep 11.5ep 13.5ep 15.5ep 17.5ep 19.5ep
e« Interval: | 1 minute

Routing Domain: | Any

W Atleast one Virtual Path is DOWN

All Virtuzal Paths UP, but at least one has

Active Configuration: | Config_2ndFeb_2RC.

congestion or member path DOWN

2

Total Sites

M Al Virtual Paths and associated member

links UP

Pollingin progress

0

Fair

You can view the MCN Connection status on each region tile. The MCN Connection status is the health

status of the virtual path between an RCN and the MCN.

Note

For a multi-region deployment, the default region statistics include statistics of all the sites man-
aged by the MCN. It might also include RCN statistics since the RCNs have virtual paths to the

MCN.

The Region drop-down menu is not available in Citrix SD-WAN Center Collectors.

| Dashboard

Fault Menitoring Configuration Reporting Administration Nitro AFI
<
Defauk Dashboard Dashboard | Default Dashboard | Network [ Metwork Summary
Region:| Al 3| HBegion:
Hetwark
Current Network Health: Multi-Region Summary
Network Summary
Netwark QoE Metwork view
Site Qot Wageast ane Virtiss) Path DOWN AVl PSS UP, but at least oné congasted A1 Virtsal Paths UP and haalthy M vet o be discovered
Top Sites
MU"_M‘QI‘I APAC MCN Connection: @ GOOD
Irveniory
SITES SITES
Events & Alanms
Apps 7 2 1 4 4 a 1] 4
Management Infra Totsl ® Poor Fsi L] Toll @ Poo Fais ot
Custam Dashboard
EMEA MON Conmction @DEAD. ANZ MCN Corraction: 8 G000
Failed to rotrigve data, SITES
4 0 0 4
Total @ Foos Good Total ® Poor Fair Good

The Citrix SD-WAN Center Dashboard is refreshed based on the configured pollinginterval. The default
polling interval is five minutes. For more information, see Polling Interval.
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Network summary

For a multi-region deployment, the Network Summary widget provides an overview of the network
health at all the various regions. A region card for every region in the network is displayed with the
following information:

+ The total number of sites in the region.

« The number of sites in the Poor state. A site is in the Poor state when at least one virtual path is
DOWN.

« The number of sites in the Fair state. A site is in the Fair state when all the virtual paths in the
site are UP, but at least one path has congestion issue or a member path is DOWN.

« The number of sites in the Good state. A site is in the Good state when all the virtual paths and
the associated member paths are UP.

« The number of sites in the Unknown state. A site is in the Unknown state when polling is in
progress.

To view multi-region network summary, navigate to Dashboard > Default Dashboard > Network >
Network Summary and in the Region drop-down menu, select All.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

<

Dashboard Default Dashboard Network Network Summan
Default Dashboard / ! / Ty

Network ~
Current Network Health: Multi-Region Summary
Network Summary
Top Sites
Inventory Network (Across regions)
Events & Alarms WAtleast one Virtual Path DOWN All Virual Paihs UP, bul at least ane congested Al Virtual Paths UP and healthy Yetto be discovered
Apps >
Management Infra
s bastboas > 7 1 0 4 2
Total Sites W Poor Fair M Good Unknown

By default the screen appears in Network view. You can see the current network health of the multi-
region network summary by clicking the Region wise view. You can also see the MCN Connection
status on each region tile.

| Dashboard Monitoring Configuration Reporting Administration Nitro API

<

Dashboard Default Dashboard Network Network Summar
I Default Dashboard > ! ! ! v

Custom Dashboard > Al
Current Network Health: Multi-Region Summary regionl

region2
Default_Region

M atleast one Virtual Path DOWN All Virual Paths UP, but at least one congested A1l Virtual Paths UP and healthy Vet to be discovered
Default_Region region2 region1
SITES SITES SITES
HCN Connection Status: GOOD MCN Connection Status: GOOD
4 0 0 4
Total ® Foor Fair ® Good 2 2 0 0 3 0 0 0 3
Total ® Poor Fair ® Good Total ®roor Fair ®Good Unknown
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Click a region card to drill down into the regional dashboard.

For an individual region, the Network Summary widget provides an overview of the network health
of the selected region.

To view regional network summary, navigate to Dashboard > Default Dashboard > Network > Net-
work Summary and in the Region drop-down menu, select a region.

You can view the regional network summary in either the tile view or the schematic view.

You can use the timeline control to view the network status summary for a selected period. You can
also play or pause the network status over a time range.

Mode helps to see the time as a relative or an absolute concept.

For more information on Timeline and mode see Timeline controls.

Tile view

The tile view provides the following information:

+ The total number of sites in the region.

« The number of sites in the Poor state. A site is in the Poor state when at least one virtual path is
DOWN.

« The number of sites in the Fair state. A site is in the Fair state when all the virtual paths in the
site are UP, but at least one path has congestion issue or a member path is DOWN.

« The number of sites in the Good state. A site is in the Good state when all the virtual paths and
the associated member paths are UP.

« The number of sites in the Unknown state. A site is in the Unknown state when polling is in
progress.

To view a graphical representation of a path between two sites, select the path and click Visualize.
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Dashboard Fault Configuration Reporting Administr Nitro API
<
Default Dashbosrd Dashboard / Default Dashboard / Network / Network Summary
Network v
Network Summary
Network Summary
Network QoE
Top Sites Time: | Seplember 20,2013 11:17am | [] Last Hour / Day / Week / Month
Inventory
22 Aug 24 nug 26.Aug 28.Aug 30. Aug 1.5ep 3.5ep 5.5ep

Events & Alarms.

Apps 5
Any

Routing Domain:
Management Infra
I Atleast one Virtual Path is DOWN
Custom Dashboard >

Al Virtual Paths UP, but at least one has
congestion or member path DOWN

Active Corfiguration: | Config_2ndFeb_2RC...

links UP

2

7.5ep

W All Virtual Paths and associated member

Mode:  Relative (16 seconds ago - 16 seconds ago)
1

19.5ep

15.5ep 17.5ep

Interval: | 1 minute

11.Sep 13.5ep

9.5ep

K <«

Pollingin progress

0

Total Sites Fair
Please click on the VisualiZe Button in the table below to get the Virtual Path details between the selected Sites.
show| 10 [w]entries Search
Origin Site Connected Sites.
@ r2sielB R2-RCN-SA
@) R2RCN-SA R2-Site1-JB.

Showing 1t 2 of 2 entries

Hover the mouse cursor over the sites or the path to view more details.

select report options.

Network v
Network Summary
Network Summary
Network QoE
Top Sites . .
Time: | September 20,2018 11:30am | [  Last: Hour
Inventary

22 g 24.Aug 26.Aug 28. Aug

Events & Alarms

Apps >
Routing Domain:

Any
Management Infra
W Atleast one Virtual Path is DOWN

Customn Dashboard >

Day | Week / Month

5.5¢p

1.5ep 3.5ep

30. Aug

Active Configuration: | Config_andFeb_3RC.

All Virtual Paths UP, but at least one has

congestion or member path DOWN links UP

2

Total Sites

7.5ep

M Al virtual Paths and associated member

Mode: | Relative (12 seconds ago - 12 seconds agn)

17.5ep

Interval: | 1 minute

9.5ep 11.5ep 13.5ep 15. Sep 19.5¢p

Ke <«

Pollingin progress

0

Fair

Rzsiet s

Schematic view

The schematic view provides a graphical view of the SD-WAN network. The information displayed
in this section is updated depending on the selected configuration and routing domain. To view a
network map here, you must import the network configuration and Network maps from the Master

R2-RCN-SA-R2-Site 1B

R2-RCN-5A-R2-Site48 [HEE
Click to view the Virtual Path Report

r:ma‘ﬂ'mn Reason kops| JitterLo |
i

R2-Site1JB-WL-1->R2-RCN-SA-WL-1 - SILENCE  0.00 4
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Controller Node (MCN). For more information, see Import MCN configuration.

Hover the mouse cursor over the sites or the path to view more details. Click the sites to view report

[l Lest Hour

28. Aug

Reporting Administration Nitro API

Region: [Default_Region

I

Day / Week / Month

17.5ep 19.5¢p

30.Aug 1.58p 3.5ep 5. sep 7.5ep 9.5ep 158D 13, sep 15.58p

e«

Gonfig_2ndFeb_2RON_new

R2RCN-SAT 5 ren-sa-r2-sitets [

Click to view the Virtual Path Report

* Averages from 9/20 11:36 AM to 9/20 11:37 AM ‘ o
Path NameWorst State tate Reason kbpsLatencyjiterLoss

R2:Site1B-WL-1->R2-RCN-SA-WL-1 - SILENCE 0.00 0

Dashboard Fault Monitoring Configuration
Dashboard / Default Dashboard / Network / Network Summary
Default Dasboard v
Network v
Netwark Summary
Network Summary
Network QoE
Top Sites Time: | Septemoer 20, 2015 11:44am
Inventory
22 a0 24,705 25.Aug
Events & Alarms
Apps >
Routing Domain: | Any
Management infra
Custom Dashboard >
Rasner8

The Network QoE widget provides a graphical representation of the availability, loss, latency, and jit-
ter parameters of a virtual path. It provides the statistics for both overlay virtual path and the underlay

member paths.

For a multi-region deployment, you can view a list of the bottom 10 virtual paths depending on the
selected metric. The virtual path data is collected from all the regional collectors for the selected time
interval. You can view the bandwidth, jitter, loss, and congestion details of the virtual paths that need

your attention the most.

To view multi-region virtual path health, navigate to Dashboard > Default Dashboard > Network >
Network QoE and in the Region drop-down menu select All.
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Dashboard Administration

Manitoring

Configuration Reporting

Dashboard Default Dashboard Network N
Default Dashboard ! 1 7 Network QoE

Netwaork v

Select Time :  Last Hour w Select Metric:  Availabdity -

Network Summary

Network QoE
100 % 28 100 %
Site QoE

Top Sites Gverlay Health (Virtual Paths): Availability

|/

Inventory

Events & Alarms
Apps >
Management Infra

Custom Dashbeard >

I < 58 Uptime (1712 )
98-100% Uptime { 0/ 12 }
B - 900% Uptime ( 11 /12 )

Underlay Health [Member Paths): Availability

»

W« 35% Uptime {37 25)
8-100% Uptime (0 1 25 )
W == 100% Uptiene { 22 1 25 )

Availability: Bottom 10 Virtual Paths Summary

Region Virtual Path

2 Default_Region Dallas_MCN-EMEA_RCN
= Default_Region California-Dallas_MCH
2 Default_Region APAC_RCN-Dallas_MCN
2 Default_Region Dallas_MCN-Newyork
= Default_Region Dallas_MEN-Texas

2 Default_Region ANZ_RCN-Dallas_MCN

2 APAC APAC_Japan-APAC_RCN
EANZ ANZ_Melourne-ANZ_RCN
EEANZ ANZ_RCN-ANZ_Wellington
2 APAC APAC_China-APAC_RCN

Site Name Uptime (%)

Dallas_MCN 0

California 100
Dallas_MCN 100
Newyork 100
Texas 100
Dallas_MCH 100
APAC_Japan 100
ANZ_Mefbourne 100
ANZ_Wiellington 100
APAC_China 100

For an individual region, you can view a list of the bottom 10 virtual paths depending on the selected
metric. The statistics are collected for the selected time interval. You can view the bandwidth, jitter,
loss, and congestion details of the virtual paths that need your attention the most.

You can compare the overlay and underlay paths for the selected metric (availability, loss, jitter, la-
tency) over the selected time interval. You can also set custom thresholds for the metrics and save
them on click Apply. Click Reset to store the default thresholds.

The user can also drill down to any virtual path in the table by using on the drill down button on
the left of each row. A Site QoE appears with the detailed comparison between the conduit and its
underlying member paths.

Site QoE x
Select Time w SelectSite: APAC_RCN - SelectVirtual Path:  APAC_RCN-Dallas_MCH | SelectMetric: Avaiabibsy n
WAN TO LAN LAN TO WAN
State  § Virtual Path: APAC_RCN-Dallas_MCN State  § Virtual Path: APAC_RCN-Dallas_MCN
CO0D CooD
BAD BAD
DEAD DEAD
DISABLED DISABLED
UNKNOWN UNKNOWN
12:45pm 100pm L15pm 1:30pm 12:45pm 1:00pm 1:15pm 1:30pm
State ¥ Path: Dallas_MCN-queue1->APAC_RCN-queue] State % Path: APAC_RCN-queuel->Dallas_MCN-queuel
CO0D GooD
BAD BAD
DEAD DEAD
DISABLED DISABLED
UNKNOWN UNKNOWN
12:45pm 100pm 15pm 1:30pm 12:45pm 1:00pm 1:15pm 1:30pm
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In the slider, the site name and virtual path are selected by default depending on the row that you
clicked and it will be disabled. However the user can select a different time range and metric and
click Plot option to plot the new graphs.

Toview regionalvirtual path health statistics, navigate to Dashboard > Default Dashboard > Network
> Network QoE and in the Region drop-down menu select a region.

Nitro API

board g Configuration Administration

Dashboard / Default Dashboard / Network [ Network QoE

Default Dashboard

Region:| Detault_Region §

MNetwork W

Select Time = Select Metric: Aailablity
Network Summary

Network QoE

L R 100 % 98 a8 x

Underlay Health [(Member Paths): Availability

Site QoE

Top Sites Overlay Health (Virtual Paths): Availability

»

Inventory

Events & Alarrs.
Apps >
Management Infra

Custom Dashboard >

I - 58 uptime (176
58-100% Uptime (0 / &)
I - 0005 Uptime (8.7 8)

I < 9E% Uptime 3711 )
98- 100% Uptime {0/ 11 )
B =« 100% Uptime (87 11)

Availability: Bottom 10 Virtual Paths Summary

Virtual Path Site Name Uptime { % )
2 Dallas_MCN-EMEA_RCN Dallas_MCN o
£ Dallas_MCN-Newyork Newyark 100
2 Duallas_MCN-Texas Texas 100
2 California-Dallas_MCN Caklomnia 100
£ APAC_RCN-Dallas_MCN Dallas_MCN 100
2 ANZ_RCN-Dallas_MCN Dallas_MCN 100

Site QoE

You can use Site QoE as a tool to compare the virtual path and it’s underlying member paths. You
need to select a site and any virtual path from this site and metric. Click Plot.

Dashboard Fault Monitori "|g 1:(';.|'|I"|gu|'.'|1u:|r‘. R_":Dl:lfllng Administration Nitro API
L4
Dashboard / Default Dashboard / Network / Site QoE
Default Dashboard v . @ S
Region:| APAC ’]
Network v
Select Time:  Last b - Select Site: APA - Select Virtual Path:  APA 3-APAC_RCN - Select Metric bt - m
MNetwork Summary
Network QoE WAN TO LAN LAN TO WAN
Site QoE = - o
State & Virtual Path: APAC_China-APAC_RCN State % Virtual Path: APAC_China-APAC_RCN
Top Sites
cooD GooD
BAD BAD
Inventory bean DEAD
DISABLED DISABLED
Events & Alarms UINKMNOWN UNEROWN
12:45pm L:00pen L15pm 1:30pm 12:45pm 1:00pm 115pm 1:30pm
Apps >
ianagement inia State 4 Path: APAC_RCN-queue2->APAC_China-queuel State 4 Path: APAC_China-queuel->APAC_RCN-queue2
Custom Dashboard > 00D OO0
BAD BAD
DEAD DEAD
DHSABLED DISABLED
UNKNOWN UNKNOWN
12:45pm 1:00pen 1:15pm 1:30pm 12:45pm 1:00pm 1:15pm 1:30pm
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In the first section, it plots the virtual paths statistics in both WAN to LAN and LAN to WAN direction.
Below section plots all the underlying member paths graphs. Both these things are present at both

region and network level.

Top sites

For a multi-region deployment, the Top Sites widget lists the top 10 sites across all the regions, which

have the highest bandwidth usage, in the selected time interval.

To view the top sites across all regions, navigate to Dashboard > Default Dashboard > Network >

Top Sites and in the Region drop-down menu select All.

| Dashboard Fault Monitoring
<
Default Dashboard v

Network ~

Top sites in Network
Netwerk Summary

Network QoE

Top Sites

Inventory

Events & Alarms
Apps >

Management Infra

Custom Dashboard >

Configuration

Bandwidth Usage: Top 10 Sites Summary

Show Bandwidth/Datain = KbpsiKB |v.

Reporting

Dashboard / Default Dashboard / Network / Top Sites

Administration

N

Nitro API

MCN-NY (41.62%) | R1-RCN-MUM ( 30.27%)

B R2-RCN-5A (12.57%) [ Der-Site1-5C (13.54%)

Select Time: Last 1 Ho

Select Time:  Last 1 Hour

Filters: + Ara
LAN t0 WAN WAN to LAN | ‘
Reglon Name Total Bandwidth v Banawidth Banawidth | Total Avallable Bandwidth Total Permitted Bandwidth ‘ 5
[ Default_Region MCN-NY 95504 40308 55204 99,000.00 4 98,997.40 &
2 Defautt_Region R1-RCN-MUM 69.45 3338 36078 495,000.00 85858.81 5
[ region2 R2-RCN-SA 12198 12778 2R 198,000.00 & 66,407.78 &
2 Defautt_Region Def-Site1-5C 31008 17798 13308 39,600.00 | 3533380 5

Click a site or metric to view detailed reports and statistics.

For an individual region, the Top Sites widget displays the bandwidth usage statistics for all the sites

in the region. The statistics are collected for the selected time interval. You can filter the sites based

on the routing domain.
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Administration Nitro API

Default Dashboard

Network

Dashboard / Default Dashboard / Network / Top Sites

Region: | Default_Region| v

Network Summary

Network QoE select Time: Last 1 Hou 2}

Top Sites

Inventory

Apps

Events & Alarms ‘
N

Management Infra

Custom Dashboard >

MCN-NY (41.61% ) | R1-RCN-MUM (20.26% )
B R2-RCN-SA (12.41%) B Def-Sitel-5C (13.72% )

Bandwidth Usage: Top 10 Sites Summary

Routing Domain Any [V]  snowsanawimists in | kopsia [v] Select Time: | Last 1 Hour [v] A

Filters: + HAria
10 |w|page Showing 1-10f 1
LAN to WAN WAN to LAN *

Name Total Bandwidth [ v Bandwidth (5 Bandwidth B Total Available Bandwidth [ Total Permitted Bandwidth (5

R2RCN-SA EXREY- ] 19748 REREY -] 198,000.00 (5 66.413.95 [

Inventory

Every 30 minutes, the Inventory manager gathers the hardware information from all the Citrix SD-WAN

appliances that are discovered on Citrix SD-WAN Center.

Toview the multi-region inventory statistics, navigate to Dashboard > Default Dashboard > Network

> Inventory and in the Region drop-down menu select.

To view inventory statistics of a specific region, in the Region drop-down menu select the region.

You can view the following inventory statistics:

Site: Name of the site found in the configuration running in the MCN. If the appliance is a sec-
ondary MCN, “(secondary)”’appears next to the name. You can click the name to access the
appliance web console.

Connection Status: Connectivity state to the appliance. A red icon appears when the connec-
tion is not reachable or not authenticated.

Management IP: Management IP address of the appliance. You can click the IP address to ac-
cess the appliance web console.

BIOS Version: BIOS version of the appliance.

Model: Hardware model of the appliance.

Serial Number: Serial Number of the appliance.

Software; SD-WAN software version number.

Days Since Memory Dump: Time since last system-error memory dump. If the appliance
dumped its memory in the past four days, an error icon appears next to the time. If the memory
dump occurred between 5 and 10 days ago, a warning icon appears. N/A appears if no dump is
available. Clicking the time opens the log page of the SD-WAN.
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Active OS: The OS currently running on the appliance.

RAM Size (GB): Amount of RAM currently installed on the appliance in GB.

Drive Type: Type of data-storage drive installed on the appliance. The value can be SSD (Solid
State Drive) or HDD (Hard Disk Drive).

Drive Size (GB): Size of the data-storage drive currently installed on the appliance in GB.
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Note

You can arrange the columns for the inventory statistics table by using the Show/Hide Columns
option.

Inventory

[remven o o (] o
Routing Bomain; | Any

Filters: 4

M site
10 / page Showing 1-4of 4 Search ' connection state
Management IP
Ml Bi0s version
site Connection State A ManagementIP |BIOS Version |Model Serial Number Software Days Since Memory Dump ‘Anive os ‘RAM Size(GB) (Dr 7 o }—I
Defsitel-5C  Stats in sync 10.102.72.53 415 vpx 9223fcc0-8500-5647-69¢0-2397906a2e49  R10_2_0_50_710125 NIA 46 4 N M seriz Show/Hide Columns
MCN-NY Stats in Sync 10.106.37.49 30a 2000 21VA127X2F  R10_2.0_50_710125 NIA 45 5 5 M software
Days Since Memory Dul'™V
RI-RCN-MUM  Stats in Sync 10.102.72.103 415 vpx 6c931504-8120-630f-6134-720390069¢12  R10_2.0_50_710125 183 46 4 N e ar
< >
R2ACN-SA  Stats in Sync 10.102.72.61 415 vpx 15390785-0166-619-b544-137291733c6a  R10_2.0_50_710125 M/A 46 4N

Events and alarms

For a multi-region deployment, you can view the events and alarms of all the regions in the network.
This information is collected for the selected time interval. To view multi-region events and statistics,
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navigate to Dashboard > Default Dashboard > Network > Events & Alarms and in the Region drop-
down menu select All.

You can alsoview all the events and alarms of anindividual region. Thisinformation is collected for the
selected time interval. To view events and alarm statistics, navigate to Dashboard > Default Dash-
board > Network > Events & Alarms and in the Region drop-down menu select a region.

The Event Summary section gives a graphical overview of the event type and quantity of events. You
can click the graph to view the events on the Fault page. The display also outlines how many events
arein each category. Alarm triggers can be configured on the individual SD-WAN Appliances. For more
information see, Event notifications.

The High Severity Events section displays a list of the severe events. You can filter the events based
on the routing domain. The information displayed in this section is gathered from the Fault tab. For
more information, see Events.

| Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Dashboard / Default Dashboard / Network / Events & Alarms
Default Dashboard v / ! 1

Region: | Default_Region

Network v
Events Summary
Network Summary
Network QoE Select Time: Last 24 Hours -

Top Sites

Alert (0)
Inventory

Error (0)
Events & Alarms W critical (2)

Apps > 1 Emergency (0)
Management Infra

Custom Dashboard >

High Severity Events
Routing Domain: | Any - SelectTime:  Last 24 Hours | v
10 |v|/page Showing 1 -2 of 2

Time v site Object Name Object Type Severity Current State £ e 3
09/21/18 11:55:37 R1-RCN-MUM License_Alert license_event O crimica NA

09/21/18 11:55:37 R1-RCN-MUM License_Alert icense_event O crimica NA

Apps
Top aaps

Deep packet inspection (DPI) allows the SD-WAN appliance to parse the traffic passing through it and
identify the application and application family types. For a multi-region deployment, you can view the
top applications and top application families across all the regions in the network. This information
is collected for the selected time interval.

To view top application statistics across all the regions in the network, navigate to Dashboard > De-
fault Dashboard > Apps > Top Apps, and in the Region drop-down menu select All.
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Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

<

Dashboard / Default Dashboard / Apps
Default Dashboard

Select Time: Current/ Hour/ Day Region| _

Network >
e o Top Applications. Top Application Families
Top Apps select site:[ a1 . select site:| oy a
I

HDX QoE ‘|

Management Infra

Custom Dashboard > Def-sitel-SC Def.Site1-SC
MCN-NY MCN-NY
RI-RCN-MUM RI-RCN-MUM
R2-RCN-SA RLRCN-SA
W ipert (57.85% ) 11 icmp (215% ) 1 Network Management (97.85% ) | Network Service { 2.15% )
Top Applications Top Applications Families

Routing Domain: | Any Show Bandwidth/Data in thleB Select Time: | Last 1 Hour Routing Domain: | Any Shaw Bandwidth/Data in KbgstB Select Time:| Last 1 Hour

Fiters: + H & Filters: + Ho&
10 [v]/poge Showing 1- 1 of 1 Search 10 / page Showing 1- 1 of 1 Search
Application Name Aggregate Data [ v |Aggregate Outgoing Data [ |Aggregate Incoming Data | o ‘ Application Family ‘ Aggregate Data [ v | Aggregate Outgoing Data [ | Aggregate Incoming Data ‘ o ‘
Internet Control Message Protocol 137098 6854E 63548 Netwark Service 137008 6854 6854

You can view the searchable drop-down list for site selection for both Top Application and Top Ap-
plication Families.

You can also view the top applications and top application families of a particular region.

To view the application statistics of a region, navigate to Dashboard > Default Dashboard > Apps >
Top Apps and in the Region drop-down menu select a region.

You can select the site and time interval as last 24 hours, last 1 hour, or current.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Dashboard / Default Dashboard / Apps
Default Dashboard

Select Time: Current/ Hour/ Day Rtg'\un:

Netwaork >

e o Top Applications Top Application Families
Top Apps Select Site: a - select site: a1 -
HDX QoE

Management Infra

Custom Dashboard >

W ipert (97.05% ) [ iemp (215% ) 1 Network Management (97.85% ) | Network Service { 2.15% )
Top Applications Top Applications Families
Routing Domain: | Any [¥] snow BandwidtnData in | kbpos [w] SelectTime: | Last 1Hour || Routing Domain: | Any [¥]  show Bandwidth/oata in | Kopwke [w] Select Time: | Last 1 Hour [v]
Filters: 4 Hra Filters: + HM&
10 [v|/page Showing 1-10f 1 Search 10 Mﬂpage Showing 1-16f 1 Search
Application Name |Ageregate Data I3 v|Aggregate Outgoing Data |3 |Aggregate Incoming Data B | o ‘ Application Family ‘ Aggregate Data[d v | Ageregate OutgoingData|d | Aggregate Incoming Data ‘ o ‘
Internet Control Message Protocol 16138 8066 8066 Network Service 16138 5068 5068

HDX QoE

Quality of Experience (QoE) is a calculated index that helps you understand your ICA quality of experi-
ence. Thisindexis calculated for all ICA application traffic traversed from WAN to the site. Statistics of
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packet drop, jitter, and latency are used in the QoE calculation. The QoE is an integer between [0, 100],
the higher the number, the better the user experience. The jitter, latency, and packet drop statistics
are tracked on data paths during packet processing.

Sites in the entire network are categorized as good, fair, poor, or no HDX traffic based on the QoE of
HDX traffic. For more information, see HDX QoE.

To view HDX QoE, of sites, across all the regions in the network, navigate to Dashboard > Default
Dashboard > Apps > HDX QoE, and in the Region drop-down menu select All.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API
<
Dashboard / Default Dashboard / Apps / HDXQoE
Default Dashboard ™ ! / fpps 1 HOXQ
Network >
Apps - Network HDX
~
Top Apps SelectTime:  Last1Hour v
HDX QoE Filters: + Br&
Management Infra
QE Across Sites
r |
Custom Dashboard > &
Name Total Sites v Poor Fair Good No HDX Traffic Users Sessions

Default_Region 4 0 0 0 4 0 0
region2 1 0 0 [ 1 0 0

regionl 0 0 0 0 0 0 o

Dara from 00/70/18 9-110m o 09/20/1% 3110m [Asia/Kolkata Time)

You can view the following HDX QoE metrics for the individual regions.

+ Network HDX: Quality Summary
Network HDX: Users and Sessions
Network HDX: Bottom five Sites (Quality)
Site HDX: Users

Site HDX: Sessions

Site HDX: Quality of Experience

.

.

To view HDX QoE statistics, navigate to Dashboard > Default Dashboard >Apps > HDX QoE and in the
Region drop-down menu select a region.
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Network HDX : Quality Summary

Networi HDX : Bottom 5 Sites (Quality)

Site HOK: Sessions

L)
2

ol Sessions

Note

Network HDX : Users and Sessions

2

¥ No HDX Traffic (1) Number of Users

2

Number of Sessions

Site HDX : Users

Humber of Users

Site HDX : QoE

Qe

Sometimes, the HDX dashboard data and HDX reports from different sites might not seem to be

in-sync because each site statistic is polled independently.

On HDX dashboard widgets, you might see a site with no HDX traffic, but there might be a non-
zero number of HDX sessions and users. It happens when the HDX sessions remain idle for that

polling period and still stay in open state.

Network HDX: Quality summary

The HDX traffic is classified into the following quality categories:

Quality QoE Range
Good 80-100
Fair 50-80
Poor 0-50

No HDX Traffic N/A
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Network HDX : Quality Summary

B Good: QoE 80-100(1)

Fair: QoE 50-80 (0}
B Poor: QoEOQ-50(1)
B No HDX Traffic (0

You can click the chart to view HDX reports per site. For more information, see How to View HDX
Reports.

Network HDX: Users and Sessions

This widget provides information on the number of active HDX users and sessions. The number of
sessions is the total number of active Single Session ICA (SSI) and Multi-Session ICA (MSI) sessions.

Note

In the current release, the number of users is not based on distinct user names. That is, two
sessions started by a single user on two different machines is counted as two users.

Metwork HDX : Users and Sessions

1

Mumber of Users

1

Mumber of Sessions
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Network HDX: Bottom 5 Sites (Quality)

This widget provides a list of the bottom 5 sites that have the least QoE score. It helps drive better

end-user experience initiatives.

Network HDX : Bottom 5 Sites (Quality)

Site Name QoE

CBEZK-BRAMNCH1 100

Site HDX: Users

This widget provides a graphical representation of the number of users that were active at a particular
site for the selected time interval. You can select the site and the time interval as last 24 hours, last 1

hour, or last 5 minutes.

Site HDX : Users

Humber of Users
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Site HDX: Sessions

This widget provides a graphical representation of the number of MSI and SSI sessions that are active
at a particular site for the selected time interval. You can select the site and the time interval as last

24 hours, last 1 hour, or last 5 minutes.

Site HDX : Sessions

rNumber of Sessions

15 20 25 30 35 40 45 50

i
[=]

Site HDX: Quality of experience

This widget provides a graphical representation of the overall QoE at a particular site for the selected
time interval. You can select the site and the time interval as last 24 hours, last 1 hour, or last 5 min-

utes.
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. 4
Site HOX - QoE
Select site: CEZH-BRANC ¥
T4 zelect Time Last 1H v
100
75
d
&
50
25
¢ 1 B 11 & 21 26 31 35 41 45 &1
Time
4
Application QoE

Application QoE is a measure of Quality of Experience for an application. The Application QoE score
range is 0-10, where 10 represents excellent quality and 0 represents poor quality. For more informa-

tion, see Application QoE. You can view application QoE score for real-time and interactive traffic.

You can filter the application QoE statistics by site, application, or QoE type.

Management infra

The Management Infra page allows you to view the Citrix SD-WAN Center database usage and storage
statistics.

For a multi-region deployment, you can view the database usage of all the collectors in the network.
To view multi-region database statistics, navigate to Dashboard > Default Dashboard > Management
Infra and in the Region drop-down menu select All.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 248


https://docs.netscaler.com/en-us/citrix-sd-wan/10-2/reporting/application-qoe.html

Citrix SD-WAN Center 11.3

Citrix SD-WAN Center R10_1_0_132_695064 - admin ~

Dashboard Monitoring Configuration Reporting Administration Nitro API

<

Default Dashboard  ~ Dashboard / Default Dashboard / Management Infra

Network >

Database Usage (GB) in Collectors
Apps

Top Apps Database Total Size : 59.06

Usage
HDX QoE

Management Infra

Custom Dashboard

To view Citrix SD-WAN Center database statistics for a particular region, navigate to Dashboard > De-
fault Dashboard > Management Infra, and in the Region drop-down menu select a region.

The Database Usage section displays a graphical overview of the database resource usage and the
thresholds for sending notifications, or halting the collection of data. You can click the graph to view
the details on the Database Maintenance page.

+ Usage: Database capacity currently being used, in GB.

+ Notification: Threshold for generating a database usage notification. The threshold is a per-
centage of the maximum size of the database. If an email alert is configured, an email notifi-
cation is sent when the size of the database exceeds this threshold. For more information, see
Event notifications.

+ Stop Polling: Threshold for halting statistics polling. The threshold is a percentage of the max-
imum size of the database. Polling stops when the size of the database exceeds this threshold.
For more information, Manage database.

Citrix SD-WAN Center R10_1_0_132_695064 - admin ~

Dashboard Monitoring Configuration Reporting Administration Nitro API

<

Default Dashboard  ~ Dashboard / Default Dashboard / Management Infra

Region: | Default_Region ¥

Netwaork >
SD-WAN Center: Database Usage (GB)
Apps
Top Apps Database Total Size : 29.53
Usage Notification (%)  Stop Polling (%)
HDX QoE
Management Infra
Custom Dashboard
253 45% 50%

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 249


https://docs.netscaler.com/en-us/citrix-sd-wan-center/current-release/monitoring/event-notifications.html
https://docs.netscaler.com/en-us/citrix-sd-wan-center/current-release/administration/manage-database.html

Citrix SD-WAN Center 11.3

Custom dashboard

You can customize the Citrix SD-WAN Center dashboard and choose the statistics that you want to view

on the dashboard based on your analytical needs. Create a custom dashboard of regional details or a

global summary. You can also customize an existing report.

Note

You can now pin a report as widget to your custom dashboard, by using the Add to Dashboard

option on the Reports page.

Dashboard

Monitoring

Configuration Reporting

Administration

Nitro API

Reporting
Region: Defau\LRegmn @

Time: | September 25,2018 11:14

<

[B] Lest Hour / Day / Week /Month

Mode: | Relative (5 seconds ago)

Moe

28 Aug 30.Aug 1.5ep 3.5ep 5.5ep 7.5ep 9.5ep 11.5ep 13.5ep 15.5ep 17.50p 19.52p 21.5ep 2.5ep 25 sep
28 Aug " 30.Aug " 1sep 3.5ep 5.5ep 7.5ep 9.5ep " iisep T3.5ep 15.5ep 17.5ep “19.5ep 21.5ep 2 sep 25 Sep
A w o« Interval: | 1 minute
Routing Domain: |~ Any
Applications | HDX | MOS | Services | Classes | Sites | VirualPaths | Paths | WANLnks | MPLSQueues | Ethernet | GRE | IPsec | Evenrs
Show Bandwidtiv/Data in | KbpsiKB Filters: 4 ar
10 ipage Showing 1-10 of 162 Search
site & ‘ Virtual Service Name Type Walt Time (ms) Sent Bandwidth B Data Pending & ‘ Drop (%) & ‘ o ‘
Def-Site1-SC Def-Sitel-SCMCN-NY control_class control_class 0.00 78| 000E 0ol
Defsite1-SC Def-Sitel-SC-MCN-NY bulk_unused_class bulk_class 0.00 000l 000
Defsite1-SC Def-Sitel-SC-MCN-NY bulk_background_class bulk_class 0.00 000l 000
DefSite1-SC Def-Site1-SC-MCN-NY interactive_very_low_class interactive_class 0.00 =] 000E
Def-Site1-SC Def-Sitel-SCMCN-NY interactive_low_class interactive_class 0.00 0o0E 000E
Def-Site1-SC Def-Sitel-SCMCN-NY interactive_medium_class interactive_class 0.00 0o0E 000E
Defsite1-SC Def-Sitel-SC-MCN-NY interactive_high._class interactive _class 0.00 000l 000
Defsite1-SC Def-Sitel-SC-MCN-NY realtime_class realtme_class 0.00 000l 000
Defsite1-SC Def-Sitel-SC-MCN-NY class 9 bulk_class 0.00 00E 00l
Defsite1-SC Def-Sitel-SC-MCN-NY class 8 bulk_class 0.00 L] L@

Data from 09/25/18 11:04am to 09/25/18 11:14am (Asia/Kolkata Time)

Enter the report name and select the custom dashboard.

ElEla]E){a]> =
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Add to Custom Dashboard

Report Name: | control_class

Dashboard Mame: | regional Dashboard 1 |+

reqgional Dashboard 1

reqgion_2_dashboard
RegionalDB1

Add

For Regional Details custom dashboard, you can choose from the following region level widgets:

« Site Summary

+ Virtual Path

+ Region Events

+ Region Alarm Summary

+ Inventory Manager (Per Region)
« Top Sites Per Region

+ Paths

+ MPLS Queues

+ Ethernet

+ LAN GRE Tunnels

+ IPsec Tunnels

« Service Summary

+ Classes

« Site Events

+ Top Applications Per Region
«+ Top Application Family Per Region
+ Site HDX: Users

+ Site HDX: Sessions

« Site HDX: QoE

« MOS Applications

« Database Usage

For a Global Summary custom dashboard, you can choose from the following network level
widgets:

+ Multi-region Summary
« Virtual Path Health in Network
« Events
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Alarm Summary

Inventory Manager

Top Sites in Network
Network HDX
Database Usage in Collectors

» Top Applications

Top Application Families
To create a custom dashboard:

1. Navigate to Dashboard > Custom Dashboard and click Create Dashboard.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro AP
<
Dashboard / Custom Dashboard
Default Dashboard >
I Custom Dashboard Welcome to

Global Dashboara > Creating your own Custom Dashboard

Regions Dashboard > This View will help you create your own dashboard and add desirable widgets into the dashboard.Choose from an exhaustive list of widgets available on SD-WAN Center.

To create your own Dashboard, click the "Create Dashboard” button shown below.

To import from an existing JSON file, click on *Import Dashboard" buttan shown below.

Create Dashboard Import Dashboard

Note

You can also import an existing dashboard in JSON format by clicking Import Dashboard.

2. Inthe Name field, enter a name for the custom dashboard.

3. Selectthe widget type. Select Global Summary to view network level widgets, select Regional
Details to view regional level widgets.
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Dashboard Monitoring Configura

“ Create a Custom Dashboard

MName*

| Regional DB1 ‘

Widget Type

(® Regional Details () Global Summary
Region Level Widgets

Configured (0) Remowe All

No items

4k Add
Users to Share
Configured (0) Remowe All
No items 4 Add
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4. Click Add and select the required widgets.

The widgets are categorized into three levels: Network, Apps, and Management Infrastructure.

Dashboard Fault Monitoring Configuration Reporting Admin

“ ! Create a Custom Dashboard

Mame*

| RegionalDB1 ‘

Widget Type
(® Regional Details () Global Summary

Region Level Widgets

Available (3) Select All Configured (0) Remaove All
Search Mo items
+ (] Network
+ [ apps

+ [ Management Infrastructure

HE

Note

In single-region deployment, only the Region Level Widgets are available.
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Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

“ ' Create a Custom Dashboard

Name*

RegionalDB1

Widget Type
@ Regional Details O Global Summary

Region Level Widgets

Available (3) SelectAll Configured (3) Remave All
Site Summary -

Region Alarm Summary -
Top Sites Per Region -

Search

= [ Network N
() LAN GRE Tunnels
[ 1psec Tunnels
[ senvice summary

[ classes

BE

[ site Events

[ Ethernet

[ virtual Path

(] Region Events

[ Inventory Manager(Par Region)
[ paths

1 miors A

Users to Share
Available (7) Select All Configured (1) Remove All

JohnDae -

radsupenuser
root

shishir
quest_userl
mc_tbl
tmc_tb2

[
.«

At

Close

You can also share the custom dashboard with multiple users. For more information on users,

see User accounts.
5. Click Create. The newly created custom dashboard is listed under Custom Dashboard.
Tip

You can edit or delete the custom dashboard.

Dashboard Fault Configuration Reporting Administration Nitro API

Dashboard Custom Dashboard Regions Dashboard
Default Dashboard > ! ! Reg

Region: | Default_Region

Custom Dashboard

Network Summary
Global Dashboard >

5
Regions Dashboard

regional Dashboard 1 Time: | Seplember 20,2018 343pm | B8] Last Hour / Day / Week / Month Mode: | Relative (1 5econd ago - 1 second ago)
1
region_2_dashboard 22 Aug 24.Aug 26. Aug 25 Aug 30.Aug 1.5ep 3.5ep 5.5ep 7.5ep 9.5ep .5ep 13.5ep 15.5ep 17.5ep 19.5ep
RegionzIDa1 Ko« Interval: | 1 minute
Routing Domain: | Any Active Configuration: | Config_2ndFeb_2R.
M Atleast one Virtual Path is DOWN All Vrtual Paths UP, but at least one has M AllVirtual Paths and associated member Palling in progress
congestion or member path DOWN links UP

0

Fair

4

Total Sites
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Diagnostic packages

May 5, 2021

A diagnostic package consists of all of the system log files, system information, and other necessary
details that will assist the Citrix SD-WAN Support team in diagnosing and resolving issues with your
system.

After creating the package you can download it to your computer and then mail the diagnostic pack-
age to Citrix Customer Support or you can directly upload it to the Citrix Customer Support sever (or
another server).

Note

Citrix SD-WAN Center can store a maximum of five diagnostic packages at a time.

To create a diagnostic package:

1. Inthe Citrix SD-WAN Center web interface, click the Monitoring tab and then click Diagnostics.

2. In the Diagnostics Packages section, under Create Package, from the Include Workspaces
For drop-down list select a user whose workspaces will be copied into the diagnostics.

Note

The diagnostics package will include the five configurations most recently modified by the

selected user.

Diagnostic Packages "_?J

These packiges contai
Cierice |

Oy 5 dlagnostics packages can Exist on 1he SyTLem M a Lime

Reimin - '

DiagnosticPackage

3. In the Package Name field, enter a name for the diagnostic package.

4. Click Create. This runs a system diagnostics and generates a diagnostic package.
To download a diagnostic package:

1. Inthe Diagnostics Packages section, under Manage Package, from the Diagnostic Packages
drop-down list select the package that you want to download.
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Diagnostic Packages

]

Thise PACRARES CONLER i ROFLIAL Feal-Tene SyStern wlarmatssn you can foreard to (it Supgan Repretentitives. Thiy My be cownioaded diretty IRfough the browser oF uplesded 19
Cri [or anotner server) by clicking on Uplaad to FTP.

Oy 5 CRAgreastecs PACHATES G SIS 0N T SYSTEM 8L & e
adievan o DuagnoascPaciage 1 16,92 o

Create

2. Click Download. The diagnostic package is downloaded to your local computer.
To upload a diagnostic package to an FTP server:

1. Inthe Diagnostics Packages section, under Manage Package, from the Diagnostic Packages
drop-down list select a package that you want to upload.

2. Click Upload to FTP. This opens the Upload to FTP Server dialog box for specifying your
FTP authentication information and uploading the package to the Citrix Customer Support FTP
server, or to another FTP host.

Upload to FTP @[ x]

Customer Mame:
John

FTP Host:
10.102.29.220

Jsername:

admin

Password:

| Cancel |

3. In the Customer Name field, enter a name to assist Citrix SD-WAN Support in identifying the
diagnostic packages.
Adirectory with this name will be created on the Citrix FTP server, and your files will be uploaded
to that location.

4. Inthe FTP Host field, enter the IP address or host name (if DNS is configured) of the FTP server.

5. Inthe Username field, enter a user name to be used to log onto the FTP server.
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6.

7.

In the Password field, enter the password associated with the user name.

Click Upload.

Note

Itis recommended to periodically delete old diagnostic packages, to prevent exceeding the limit

for the maximum allowable packages. To delete an existing diagnostic package, select a diag-

nostic package from the Diagnostic Package drop-down list, and then click Delete.

Events

May 5, 2021

Citrix SD-WAN Center collects event information from all the discovered appliances in the network.

This event information can be filtered and viewed in the Event Viewer page.

The event details include the following information.

Time: The time the event was generated.
Site: The name of the site on which the event originated.

Appliance ID: Shows whether the appliance from which the event originated is a primary (0) or
secondary (1) appliance.

Note

The Appliance ID column is hidden by default. To display the column, click Show/Hide
(gearicon) and select the Appliance ID checkbox from the drop-down menu

Object Name: The name of the object generating the event.
Object Type: The type of object generating the event.
Severity: The severity level of the event.

Previous State: The state of the object before the event. The state will be listed as unknown if
not applicable.

Current State: The state of the object at the time of the event.

Description: A text description of the event.
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Viewing events

You can view the events, filter it and download it from the Event Viewer page.
To access the event viewer page.
In the Citrix SD-WAN Center web interface, click the Fault tab.

The Event Viewer page appears by default.

Dashboard Fault Monitoring Configuration Reporting Administration

. Fault [ Event Viewer
Event Viewer

Notification Settings ‘ New View | Open.. | Save fs.. ©

Severity Settings

Time: | September 23, 2016 2:14am | [E] Last Hour / Day / Week / Mommn Mode:  Relsfive (16 hours ago - 8 hours from now) ©
<
26.Aug 2B.Aug  30.Aug  1.5ep 3.5ep 5.58p 7.5ep 9.5ep 11.Sep 13Sep 155ep 17.5ep 19.5ep  21.5ep 23 Sep
| i
oal] 1
200am 6:D0am S:00am 12:00pm 300pm €00pm 9:00pm 23 Sep
s » % o  Imerval 1 minute

ROUTING Domain: | Any

Flters: + | Severity greater than info X ‘ =

25~ /Page  snowing 1-25of 267 Search

Tims v Site Object Name Object Typs  |Sevarity  |PraviousStsts  |Current State Description o
0812316 BRZ:139-WL-1-3DC2: . ~ The state of wan_to_Jan_patn BR2-139:-WL:1->0C2:201-WL-2 for
132:53 ERSh 2012 WELMISLPER NOWCE  BAD 00 SiTe: DC2-201 Nas cnangea from BAD 10 GODD

’ \ 3. 2.2 :
NE s [ N woTeE Ban comn The state of Wirtual Path: BR2.130-DC2.201 Nas changed from BAD
1:32:53 19 GOOD
08123116 BRZ-139-WL-1-3D€2- The state of wan_to, lan_ path BR2-133-WL-1->DC2-201-WL-1 for
13253 B-Em 201 WL wanfo lan path NOTICE  BAD G000 Stte: DC2-201 hias changed from BAD To GOOD

You can select and view reports of a particular period by using the timeline controls. For more infor-
mation, see, Timeline controls.

Note

You can view the events data of last 30 days. Any data beyond this period is automatically re-
moved from the SD-WAN Center collector and the respective regional collectors.

You can also create, save and open report views. For more information, see, Manage views.

Using Filters

You can create custom filters for narrowing the Events table results.

To create and apply a filter:

1. Click + icon to the right of the Filters section label.
2. Select a category form the drop-down menu.

The options available are:
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- Size
+ Object Name

Object Type
« Severity
Previous State

Current State

3. Select an operator from the middle drop-down menu.

The options are as follows:

. is

« isnot

« isone of

« contains

+ does not contain

« lessthan

« lessthan orequalto

« greater than

+ greater than or equal to

4. Enter the string or value by which to delimit the filter.

Note

This field is case sensitive.

Fliters: <+

Severity s w1 WARNING m

25 /

Note

You can create and apply multiple filters.

For Multi-region network, you can select specific regions to view event.

The events data is fetched from the respective region’s collector.
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Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Fault / Event Viewsr

Event Viewer

- ) Default_F. v
Notification Settings
Defaukt_Region
J| Az =
Severity Settings Newll apac SRR A ®
EMEA

Time: | February 13,2018 1247am | B Last Hour [/ Day / Weet / Montn Modce: | Relative (15 hours ago - & hours from now) ¥ ©
<
€. Jan 18.Jan X Jan 22 Jan 24.Jan 26.Jan 28. Jan 30 Jan 1.Feb 3.Feb 5.Feb 7.Feb 9. Feb 11.Feb 13.Feb
3:00am &:00am %:00am 12:00pm 3:00pm &00pm o-00pm 13. Fab
A » o» o I 1minute ¥
Routing Domain: | Any v

25 ¥ |/page Showing 1 - 25 of 2,680 Search

Time | Site ‘ Object Name Object Type |Se‘.’er|ty |Prew0usScate Current State Description |ﬂ|

ANZ_RCM AMI_RCM-gueus! wanlink NOTICE DEAD GOOD WAN Link ANZ_RCM-gueus1 has changed to UP
Dallas_MCH  Dallas_MCH-guaue wanlink NOTICE DEAD GooD WAN Link Dallas_MCN-queus! has changed o UP
EMEARCN  EMEA_RCN-gueue2 wianlink NOTICE DEAD GoCD WAN Link EMEA_RCN-queus2 has changsd to UP
Texas Texas-queue’ wianlink NOTICE DEAD GooD WAN Link Texas-queue! has changed wo UP

Note

In single-region network deployment, the Region drop-down list is not available.

To download the events table as a CSV file:
Click the Download icon at the upper right corner of the events table.
For more information on event statistics, see Event report.

You can configure Citrix SD-WAN Center to send external event notifications for different event types
as email, SNMP traps or syslog messages. For more information, see Event notifications.

Event notifications

May 5, 2021

You can configure Citrix SD-WAN Center to send event notifications for different event types as email,
SNMP traps or syslog messages. Once you have configured the email, SNMP and syslog notification
settings you can select the severity for different event types and select the mode (email, SNMP, syslog)
to send event notifications. Notifications are generated for events equal to or above the specified
severity level for the event type.

The available severity levels are as follows, in descending order of severity:
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« EMERGENCY

o ALERT

« CRITICAL

« ERROR

« WARNING

« NOTICE

+ INFORMATIONAL
« DEBUG

Tip
You can configure notification settings to receive event alerts by email, SNMP traps or Syslog

messages on both Citrix SD-WAN Center and the individual Citrix SD-WAN appliances in your net-
work.

However, enabling notifications on Citrix SD-WAN Center allows you to receive event notifica-
tions for the entire Citrix SD-WAN network (i.e., MCN and all the sites). While, enabling notifi-
cations on the Citrix SD-WAN appliances allows you to receive notifications from the individual
appliances only.

Itis advised to enable notifications on the Citrix SD-WAN Center only, to avoid redundant notifi-
cations from the other Citrix SD-WAN appliances in your network.

Configuring email notification settings

To configure email notification settings:

1. In the Citrix SD-WAN Center web management interface, navigate to Fault > Notification Set-
tings > Email Alerts.

Dashboard Monitoring Configuration Reporting Administration

. Fault / Notification Settings / Email Alerts
Event Viewer

I Notification Settings Email Alerts SNMP Traps Syslog
Severity Settings ®

Email Settings
¥ Enable Event Emails
Destination Email Address(es) Host Port:
jehndoe @citrix.com 208.123.79.32 25
Saurce Email Address:
sd-wan-alert@itrix.com
SMTP Authentication
¥ Enable SMTP Authentication

Apply || Send Test Message

2. Select Enable Event Emails.
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3. Inthe Destination Email Address (es) field, enter the email address to which alert notifications
are to be sent.

Note

You can enter multiple email addresses separated by semicolons.

4. In the Host field, enter the IP Address or hostname of an external SMTP server to relay email
messages to the internet.

5. Inthe Port field, enter the port number to be used for the SMTP connection. The default port is
25.

6. Inthe Source Email Address field, enter the email address from which email alerts are sent.
7. Select Enable SMTP Authentication.
8. In the User Name field, enter a user name for the SMTP server used for authentication.

9. In the Password field, enter the password associated with the user name for the SMTP server
used for authentication.

Note

Click Send Test Message, to send a sample email alert to the configured recipients.

1

o

. Click Apply.

Configuring SNMP trap notification settings

To configure SNMP trap notification settings:

1. In the Citrix SD-WAN Center web management interface, navigate to Fault > Notification Set-
tings > SNMP Traps.

2. Select Enable Event SNMP Traps.

Dashboard Fault Monitoring Configuration Reporting Administration

Cvent Viewer Fault / Notification Settings / SNMP Traps

I Notification Settings Email Alerts SNMP Traps Syslog
Severity Settings
SNMP Traps @

¥l Enable Event SNMP Traps

10.102.29.20 162

Ses et T
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3. Inthe Host(s) field, enter the IP address or the host name of an external SNMP system. This host
will receive the events as SNMP traps.

Note

You can enter multiple IP addresses or hostnames separated by semicolons.

4. In the UDP Port field, enter the UDP port to be used to send the SNMP traps. By default, the
UDP portis set to 162.

5. Click Apply to apply the SNMP traps notification settings.
Note

Alternately, click Send Test Trap to verify whether the system is able to send an SNMP trap
to the configured destination.

Configuring syslog notification settings

To configure Syslog notification settings:

1. In the Citrix SD-WAN Center web management interface, navigate to Fault > Notification Set-
tings > Syslog.

2. Select Enable Event Syslog Messages.

Dashboard Fault Monitoring Configuration Reporting Administration

cvent Viewer Fault / Notification Settings / Syslog

I Notification Settings Emnail Alerts SNMP Traps Syslog

Severity Settings @

Syslog

¥ Ensble Event Sysiog Messages

10.102.29.230

Apply || Send Test Message

3. In the Host field, enter the IP address or the host name of an external syslog server, which will
be used to receive events as syslog messages.

4. Click Apply to apply the syslog notification settings.
Note

Alternately, click Send Test Message to verify whether the system can send a syslog mes-
sage to the configured host.
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Configuring event notifications

To configure event notifications:

1. In the Citrix SD-WAN Center web management interface, navigate to Fault > Severity Settings.

2. Inthe Alert if Sate Persists field, select the time duration after which if the event still persists a
notification will be sent.

Dashboard Fault Monitoring Configuration Reporting Administration

Fault / Severity Settings

Event Viewer
Natification Settings @
Email Syslog, SNMP
Severity Settings L L
Event Type Alertif State Persists ‘ |

senvice 2 Seconds v @ | CRITICAL ¥ @ | CRITICAL v CRITICAL v
virtual_path 10 Seconds v WARNING ¥ @ | WARNING v VIARNING v
wanlink 600 Seconds v & ERROR v WARNING v WARNING v
path Alert Immediately v CRITICAL v VARNING MR WARNING v
dynamic_virtual_path Alert Immediately v @ | CRITICAL v WARNING v VIARNING v
wan_link_congestion Alert Immediately v @ | bEsuc v WARNING v @ | veRuNe v
usage_congestion Alert Immediately v WERNING ¥ # | WARNING ¥ @ | VRNING v
hard,_ disk ¥ | EMERGENCY ¥ @ | WARNING v VERNING v
virtual wan WARNING v WARNING v WARNING v

3. For each event type select the notification option and select the severity.

Note

The Email, Syslog and SNMP notification options will be enabled only after configuring the
respective notification settings.

4. Click Apply.

Configuring alarms

You can also configure alarms in Citrix SD-WAN Center and push it to individual appliances.

To configure alarm in Citrix SD-WAN Center, navigate to Configuration > Appliance Settings > Noti-
fication Settings > Alarm Configuration and Click +.

Alarm Configuration +

PATH v DEAD v 0 GOOD v 0 EMERGENCY v ﬂ

WANLINK v DEAD v 0 GOOD v 0 ERRCR v ﬂ

Select or enter values for the following fields:
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« Event Type: The Citrix SD-WAN appliance can trigger alarms for particular subsystems or
objects in the network, these are called event types. The available event types are SER-
VICE, VIRTUAL_PATH, WANLINK, PATH, DYNAMIC_VIRTUAL_PATH, WAN_LINK_CONGESTION,
USAGE_CONGESTION, FAN, POWER_SUPPLY, PROXY_ARP, ETHERNET, DISCOVERED_MTU,
GRE_TUNNEL, and IPSEC_TUNNEL.

«+ Trigger State: The event state that triggers an alarm for an Event Type. The available Trigger
State options depend on the chosen event type.

« Trigger Duration: The duration in seconds, this determines how quickly the appliance
triggers an alarm. Enter ‘0’to receive immediate alerts or enter a value between 15-7200
seconds. Alarms are not triggered, if additional events occur on the same object within the
Trigger Duration period. Additional alarms are triggered only if an event persists longer than
the Trigger Duration period.

+ Clear State: The event state that clears an alarm for an Event Type after the alarm is triggered.
The available Clear State options depend on the chosen Trigger State.

+ Clear Duration: The duration in seconds, this determines how long to wait before clearing an
alarm. Enter ‘0’to immediately clear the alarm or enter a value between 15-7200 seconds. The
alarm is not cleared, if another clear state event occurs on the same object within the specified
time.

+ Severity: A user-defined field that determines how urgent an alarm is. The severity is displayed
in the alerts sent when the alarm is triggered or cleared and in the triggered alarm summary.

« Email: Alarm trigger and clear alerts for the Event Type is sent via email.

+ Syslog: Alarm trigger and clear alerts for the Event Type is sent via Syslog.

+ SNMP: Alarm trigger and clear alerts for the Event Type is sent via SNMP trap.

Memory dumps

May 5, 2021

A memory dump is generated when a process crashes. All memory dumps currently on the system
can be downloaded in one combined package, and uploaded to an FTP server for examination by the
Citrix support team. However, you can delete individual memory dumps.

To download memory dumps:

1. Inthe Citrix SD-WAN Center web interface, click the Monitoring tab and then click Diagnostics.

2. Inthe Memory Dumps section, from the Memory Dump Package drop-down list select a mem-
ory dump package.
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Memory Dumps @

These packages contain saved memany dumps (auded by System emdr events) you e forwand 1o Carix Suppert Representatives. They may be downloaded directly through the browser o
wplanded 1o Citrix (or angther server) By dicking Upload All 1o FTP

3. Click Download All. Save the memory dump package on your local computer.
To upload a memory dump package to an FTP server:

1. Inthe Memory Dumps section, from the Memory Dump Package drop-down list select a mem-
ory dump package.

2. Click Upload to FTP Server. This opens the Upload All to FTP dialog box for specifying your
FTP authentication information and uploading the package to the Citrix Customer Support FTP
server, or to another FTP host.

Upload to FTP @[ x]

Customer Mame:
John

FTP Host:
10.102.29.220

Username:

admin

Password:

oo [

3. In the Customer Name field, enter a name to assist Citrix SD-WAN Support in identifying the

diagnostic packages.

A directory with this name will be created on the Citrix FTP server, and your files will be up-
loaded to that location.

4. Inthe FTP Host field, enter the IP address or host name (if DNS is configured) of the FTP server.
5. Inthe Username field, enter a user name to be used to log onto the FTP server.

6. Inthe Password field, enter the password associated with the user name.
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7. Click Upload.

Log files

May 5, 2021

The Log files collectinformation related to the web console, user interface exceptions, internal crashes
and so on. These logs can be used to troubleshoot issues in the Citrix SD-WAN Center.

To view log files:

In the Citrix SD-WAN Center web interface, click the Monitoring tab.
2. Click Diagnostics.

3. From the Log File drop-down list, select the log file you want to view.

Dashboard an Manitaring Configuration Reparting Administration

. Mhoretgdieg | DAL
Statistics
Log Filles @
Dlasgrostics Liogg Fibe
VNC_sooena kg w
Virw | | Cownlcsd |

SR I malGn

4. Click View. The log file content is displayed.

m Monitoring Configuration Reporting Administration

Monitoring | Diagnostics

histwert Wap

Statistics VWC_access.log

Duasgrostics ey

System Information " Klec:Sec: =i o3 INFO log file cpened at Tha Jep 1 18:48:31 20168

SO000:050 : ¥ E THFD CUrsent Tiss S5:THS S&p 1 L8:47:51 2004

FSec: |-_E |.5 THFO Loy file opermed ar Thu Sep 1 18: 51 ¥

massBauthd, £ 40 Demats
Current Time i8:Tha Jep

Current Time imiTha Sep 1 1
Current time 18Tk Sep
Current time iniTha Sep
Current Time 1s1Tkd Sep 1 1

Log file opened at Thu Sep 1 10:54:47 3016

=ainBauthd, o TH0 Demain posket cpened, 1i FLEnARG ":r sennesticas
Curcent time S9:Tho Sep 1 1&:55:47 30

eliene prosessing@eochd.c: 645 Theesd 3@ Wh&'at:' : r:a for user adsin

suthencicats_requastBauthd.co320 i lecal pam suthenticate soscessful for admin
Curcent viss 1s:TE
Current Time 13Tk Sep

Current time isiTha Sep
Current time iniThe Sep
Current Time is:Tha Sep
Current time imiTha Sep
Current time 1m:Th:

turrent tize 3
D000 H NE CUTEnT Tise 1
OO0k TED: 0031 238 ¥ Current Time

11 :
1 15:07:47 2046

If you want to download the log files to your computer, click Download.
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Polling interval

May 5, 2021

Polling refers to the process of collecting statistics from the discovered appliance. You can configure
the interval and bandwidth limit for polling operations after discovering the appliances. For infor-
mation on discovering the appliance, see Single-region network deployment or Multi-region network
deployment.

To perform polling configuration:

1. In the Citrix SD-WAN Center web interface, navigate to Configuration > Network Discovery >

Discovery Settings.

Dashboard Fault Monitoring Configuration Reporting Administration

I Network Discovery
MNetwork Configuration SSL Certificate Discovery Settings nventory And Status
Zero Touch Deployment

Change Management

Appliance settings

Polling Configuration @
Paliing Interval (mi Bandwidzn Limi tkoosk

2. Inthe Polling Interval field, enter the polling frequency in minutes. The range is 2-60 minutes.
The default value is 5 minutes.

3. In the Bandwidth Limit field, enter the polling bandwidth limit in kbps. The MCN will limit
bandwidth to the specified value when transferring polling statistics from the appliance to the
Citrix SD-WAN Center. The range is 100 Kbp —1 Gbps . The default value is 1 Mbps.

4. Click Apply.

Statistics

May 5, 2021

You can view the statistics collected by Citrix SD-WAN Center as graphs. These graphs are plotted as
timeline versus usage, allowing you to understand the usage trends of various network object prop-
erties. You can view graphs for network-wide application statistics. For every site in the SD-WAN net-
work, you can view graphs for the following network parameters:
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« Bandwidth

* QoS

« Virtual Path

« Internet Services

« Intranet Services

+ Pass-through Services
« WAN Links

« Ethernet Interfaces
+ GRE Tunnels

« IPsec Tunnels

« Applications

+ Application Families

Tip

You can create views as per your requirement, save it and open existing views.

To view statistical graphs:
1. In Citrix SD-WAN Center web Ul, navigate to Monitoring > Statistics.
2. Select aregion and a routing domain.
3. From the Objects and Properties hierarchical tree, find and select the properties of interest.
Tip
You can also use the Filter drop-down menu and Presets Menu to simplify the process of
finding and selecting properties.

4. Click Update to display graphs for the selected properties.
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Dashboard Monitaring Configuration Reporting Administration Nitro API
<
Monitoring / Statistics
Network Map
i Z
I o Region:  Default_Region

Disgnasiics ?

system Infarmation

TIMe: | June 30, 2018 1:18pm B vLest Hour / Day /Week / Montn Mode: | Relstve (1 week ago - 3 days ago) v @
<
4jn  6Jun  Bjun  10Jun  12jun  14jun  16jun  18Jun  20jun  2jun  24jun  26jun  2BJun  30jum  ZJul
Routing Domaln: | Any ~
=Y
Objects and Properties H KB B4 [l Appiication: Aggregate Data =x
: 10
BE BE o) A A et A AN Ao A A AR .
B sggegrenan WANARALA wAAAOAALOAL AN ANABSAN
[ Aggresate Outgoing Date e 25 Jun 26.Jun 27. Jun 28.Jun 25, Jun 30.Jun
B Aggregate Incoming Data [5-BN [¥] ~ppiication: Aggregate Outgoing Data =x
[ average Bandwidm 0
[ Average Outgoing Bandwidm S A L
A C\ A A A . A / WA \
[ Average Incoming Bandwidth o AL Aol AL
25.Jun 26.Jun 27. Jun 28.Jun 2. Jun 30.Jun
B enpoint Mapper
[ Aggregate Dats [0S0 [¥] - ppiication: Aggregate Incoming Data =x
[l Aggregate Outgoing Data i
[ Aggregate incoming Data M N L
o . rmmd:‘f B 5 abeatidlismdatmie hedasatondiohsandadaAbes il
VeeEs o 25.Jun 26.Jun 27.Jun 28.Jun 23, Jun 30.Jun
LSRN [l App: Domain Name Service: Average Bandwidth =x

Tip

Deselect a property and click Update to remove the graph for that property from the
Graphs Display area.

5. Select a period for the current view. For more information, see Timeline Controls
The graphs are displayed based on the selected properties.
Tip
If you select more than one property, the graphs display in Trend View mode to save vertical

space. Click on a graph heading to show and hide the fully expanded graph. You can also show
and hide the trend view and legends on the graphs.
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Objects and Properties H KB R4 E] Appication: Aggregate Data

me e " sttt danstonlbaotadodladl = °|
[ Aggregate Data . . . ; \

25 26, 27. 28. 2 App:Demain Name
4 Aggregate Outgoing Data Jun Jun Jun Jun hom D

[ Aggregate incoming Data 12 ® App: EndPoint Mapper

[4 average Bandwidth

[ Average Outgoing Bandwid

[0 Average incoming Bandwidth
E EndPoint Mapper

[ Aggregate Data 8

[ aggregate Outgoing Data

[4 Aggregate Incoming Data

[ ] average Bandwidth v &
4
| v
0

25 Jun 26 Jun 27. Jun 28 Jun 2%, Jun 30 Jun

Tip
To zoom a graph, click and drag the graph plot area. Zooming on one graph zooms all graphs, to
the selected time, to maintain a consistent view. Click the reset icon (¢) to reset the zoom.

Objects and Properties  Z}

HE BE

FBR B ] App: Domain Name Service: Aggregate Data

o

s Wity A o @
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Tip

You can show and hide the trend line by clicking the (/) icon.

KB ¥ E App: Domain Name Service: Aggregate Data

iy \ 1
5 /W '/NPW/ WA AN A ‘ar'\ /1
¢ 28. lun 29. Jun 30. Jun 1. Jul 2. Ju 3. Jul 4. Jul
6.0
5.0
4.0
3.0 'I
2.0 06/30/18 12:34 PM
miye 2 Trend Line : 1.0 KB
Nimmys ™
Pt
1.0 .\
0.0 -\J
28. lun 29. Jun 30. Jun 1. Jul 2. Ju 3. Jul 4. Jul

Note

You could print the graphs, or download the graph set as a CSV file.

System information

May 5, 2021

The following information is displayed on the system information page:

« Citrix SD-WAN Center Software Version: The Citrix SD-WAN Center software version currently
installed and running on this virtual machine.

« Configuration Plugin Version: The version of the Configuration Editor Plugin currently
installed and running in this Citrix SD-WAN Center virtual machine.
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+ Hard Disk Usage: The amount of hard disk space used by the operating system and data parti-
tions.

+ Logged-in Users: The user name, IP Address, and logon type for each user currently logged into
this Citrix SD-WAN Center virtual machine.

To display the system information:

In the Citrix SD-WAN Center web interface, click the Monitoring tab and then click System Informa-

tion
Dashboard Fault Menitoring Configuration Reporting Administration
Network Map Monitoring | System Information
Statistics
Diagnostics SD-WAN Center Software Version: R3_1_0_81_537013 (built 2016-08-23)
Configuration Plugin Version RO-1-0-81-537013 Partition Usage

I System Information

Logged-in Users

Usemname 1P Address Login Type

admin 10.252.243 20 web

Reporting

May 5, 2021

Citrix SD-WAN Center provides the following reports:

« Applications: Displays details about incoming traffic, outgoing traffic and total traffic of the top
applications, sites, and application families.

« HDX: Displays detailed HDX data for every site.

« Sites: Displays site level statistics for every site in the Virtual WAN. Sites rows expand to show
the Services table filtered for the Site.

+ Service: Displays summary statistics by service type (Virtual Path, Internet, Intranet and Pass-
through) for every site in the Virtual WAN. Services rows expand to show the individual Services
for the Service type.

« Virtual Paths: Displays Virtual Path level statistics for every Virtual Path in the SD-WAN. Virtual
Paths rows expand to show the Paths contained within the Virtual Path.

Note

Virtual Path data is recorded from the perspective of both endpoints, as such, each Virtual Path
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may have two rows identified by the Site that recorded the statistics.

« Paths: Displays Path level statistics for every Path in the Virtual WAN.

« WAN Links: Displays WAN Link level statistics for every WAN Link at each Site in the Virtual WAN.
WAN Links rows expand to show a Usage Summary for each Service type for that WAN Link. Each
Service type row will then expand to show usages for each Service of that type. If the WAN Link
is a Private MPLS link, a second table will be shown showing the MPLS Queues for the WAN Link.

+ MPLS Queues: The MPLS Queues rows expand to show a usage summary for each Service type
for that Queue. Each Service type row will then expand to show usages for each Service of that
type.

« Classes: Displays Class level statistics for every Class for each Virtual Path in the Virtual WAN.

« MOS Score: The mean opinion score (MOS) provides a numerical measure of the quality of the
experience that an application delivers to end users.

+ Ethernet Interfaces: Displays Ethernet Interface level statistics for every Interface at each Site
in the Virtual WAN.

« GRE Tunnels: Displays statistics of every LAN GRE tunnel at each site in the WAN.

« IPsec Tunnels: Displays statistics of every IP security tunnel at each site in the WAN.

+ Events: Displays summary counts of events occurring at each Site in the Virtual WAN. Events
rows expand to show summary counts by Object Type for that Site. Each Object Type will then
expand to show summary counts for each Object of that type.

On the Reporting tab of the Citrix SD-WAN Center web interface, you can view all reports or selected
reports. You can also download reports.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Region: | Default_Region [v| (&
New View H Open.. ‘ | SaveAs.. | @
Time: | September 25, 2018 2:04pm Last Hour / Day / Week /Month Mode: Relative (1 weekago- 35 seconds ago) v| (&
<
28.Aug 30.Aug 1.5ep 3.5ep 5.5ep 7.5ep 9.5ep 11.5ep 13.5ep 15.5ep 17.5ep 19.5¢p 21.5ep 23.5ep 25.5¢p
‘ = 1
19.Sep 12:00pm 20.Sep 12:00pm 21.Sep 12:00pm 22 Sep 12:00pm 23.Sep 12:00pm 24 Sep 12:00pm 25 Sep 12:00pm
A > » M Interval k| 1 minute A
Routing Domain: | Any ~
Applications | HDX | MOS | Services | Classes | Sites | VirtualPaths | Paths | WANLinks | MPLSQueues | Ethernet GRE | IPsec | Events
ReportType: | Top Applications v|  setectsite v
Show Bandwidth/Data in | Kbps/KB |v Filters: 4 B m é ﬁ
10 [v|/page Showing 1-20f2
Application Name Aggregate Data [ v Aggregate Outgoing Data B Aggregate Incoming Data (3 Average Bandwidth Average Outzoing Bandwidth [ Average Incoming Bandwidth & E.t
iperf 1874779 8 9373908 9373908 416626 208318 20831 &
Internet Control Message Protocol e E 205801 20580 1198 0505 060

Data from 09/18/18 2-04pm to 09/25/18 2:05pm (Asia/Kolkata Time)

You can select and view reports of a particular time frame by using the timeline controls. For more
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information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.

For Multi-region network, you can select specific regions to view statistic reports.

The reports data is fetched from the respective region’s collector.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Region: | Default_Region |v | |@
regionl
Default_Region
Time: | Seplember 25,2018 2:08pm | [5]  Last Hour / Day / Week / Month Mode: | Relative (1week ago - 7 seconds ago) Ic]
<
28 Aug 30, Aug 1.5ep 3.5ep 5.5ep 7.5ep 9.5ep 1n.5ep 13.5ep 15.5ep 17.5ep 19.5ep 21.5ep 2.5ep 25.5ep
‘ =t ]
19.5ep 12:00pm 20.Sep 12:00pm 21.5ep 12:00pm 22 5ep 1200pm 2 5ep 1200pm 24.5ep 1200pm 25.5ep 12:00pm
A » » o Inenal | 1minute
Routing Domain: | Any
Applications | HDX | MOS | Services | Classes | Sites | VirtualPaths | Paths | WANLinks | MPLSQueues | Ethernet | GRE | IPsec | Events
ReportType:  Top Applications Select Site: -
Show BandwidthvDatain | Kbps/iB Filters: 4 Ara®
10 /page Showing 1-20f2 Search
Application Name ‘ Aggregate Data i v | Aggregate Outgoing Data Aggregate Incoming Data Average Bandwidth Average Outgoing Bandwidth Average Incoming Bandwidth 3 ‘ o ‘
v

Note

In single-region network deployment, the Region drop-down list is not available.

For more details on viewing different reports, see the following topics:
Application report
Bandwidth report

Class report

Ethernet interface report
Event report

GRE tunnel report

HDX report

IPsec tunnel report

Link performance report
MOS for applications

MPLS queues report
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Application report

May 5, 2021

Deep packetinspection (DPI) enables the SD-WAN appliance to parse the traffic passing through it and
identify the application and application family types. Citrix SD-WAN appliance records the number of
bytes and bandwidth of incoming and outgoing traffic of every application. SD-WAN Center polls the
SD-WAN appliance at the defined polling interval, obtains this data, and displays it on the dashboard
and as reports.

You can view top applications, top sites, and top application family reports. These reports provide
details about the total, incoming, and outgoing data and bandwidth.

To view application reports in Citrix SD-WAN Center:

1. In Citrix SD-WAN Center web Ul, navigate to Reporting > Applications.
2. In the time-line control, select the time interval. For more information, see Timeline controls.

3. Select the unit to display the data. You can choose to view report data in units of Kbps, Mbps,
or Gbps.

4. From the Report Type drop-down list, select one of the following report types:

+ Top Applications: The top applications used in the network for the selected time interval.
You can filter top application by site name. By default, the top applications for all the sites
are displayed.

» Top Application Families: Top application families used in the network. You can filter top
application families by site name. By default, the top application families for all the sites
is displayed.

« Top Sites: Traffic at the top sites for the selected time interval. You can filter top sites by
application or application family name.
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Dashboard Fault Monitoring Configuration Reportin Administration Nitro API

Region: | Defauit_Region |v| (@
Newview [ Open.. | [ savens.. | @
Time: | September 25, 2018 204pm Last: Hour / Day / Week / Montn Mode: | Relatie (1 week ago - 35 seconds ago) [v| (&
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£ L]
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A > o» om Interal | Tminse |v
Routing Domain: Any -
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Report Type: | Top Applications: v|  seleatsie -
Show Bandwidth/Datain | KopsiB [v|  Filters: + Ar&®
10 [v|/page Showing1-20f2
Application Name AggregateData[ v |  Aggregate Outgoing Data Aggregate Incoming Data [ Average Bandwidth Average Outgoing Bandwidth Average Incoming Bandwidith ‘ o ‘
iperf 18747798 9372908 93308 216628 208318 208318
Internet Control Message Protocol 41608 205808 205808 198 0s0E 060

Data from 09/18/18 2:04pm t0 09/25/18 2:05pm (Asia/Kolkata Time)

For each report type, you can view the following data:

Aggregated Incoming Data: Application data coming into the site from the WAN.

Aggregated Outgoing Data: Application data sent from the site to the WAN.

Aggregated Data: Sum of incoming and outgoing traffic.

Average Incoming Bandwidth: Bandwidth of incoming application traffic.

Average Outgoing Bandwidth: Bandwidth of outgoing application traffic.
Average Bandwidth: Total bandwidth consumed by incoming and outgoing application
traffic.

Tip
For every value, you can hover the mouse cursor over the graph icon to view a mini-graph,
or click to open graph view in another window. For more information, see Statistics.

Application QoE report

May 5, 2021

Application QoE is a measure of Quality of Experience for an application. The Application QoE score
range is 0-10, where 10 represents excellent quality and 0 represents poor quality. For more informa-
tion, see Application QoE section.

To view Application QoE report:

In Citrix SD-WAN Center, navigate to Reporting > App QoE, and in the timeline control select a time
period.
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You can select and view reports of a particular period by using the timeline controls. For more infor-
mation, see, Timeline controls.

You can also create, save, and open report views. For more information, see, Manage views.

Reporting
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You can view the following metrics:

« Application: The application or application object name.

+ Site: The name of the site.

« Virtual Service: The virtual path service used.

+ Real-time QoE: The QoE score for real-time traffic.

« Interactive QoE: The QoE score for interactive traffic.

+ Real-time Latency: The latency in milliseconds for real time traffic.

+ Real-time Loss: The loss percentage for real-time traffic.

+ Real-time Jitter: The jitter observed in milliseconds for real time traffic.
+ Interactive Latency: The latency in milliseconds for interactive traffic.

+ Interactive Loss: The loss percentage for interactive traffic.

+ Interactive Jitter: The jitter observed in milliseconds for interactive traffic.

Tip

For every value, you can hover the mouse cursor over the graph icon to view a mini-graph, or
click to open graph view in another window.

For more information, see Statistics.
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Bandwidth report

May 5, 2021

Citrix SD-WAN Center provides a central view of bandwidth statistics data polled from different sites
in your SD-WAN network.

In the Citrix SD-WAN configuration, traffic flowing through the virtual paths is classified as belonging
to realtime, interactive, or bulk class types. The classes are predefined, but you can customize these
classes and apply rules to them. For more information, see Customizing Classe and Rules by IP Addess
and Port Number.

Using Citrix SD-WAN Center, you can view, along with the basic bandwidth statistics, the bandwidth
consumed by applications belonging to these class types at each site, path or WAN link level.

To view bandwidth statistics:

In Citrix SD-WAN Center, navigate to Reporting > Sites, and in the timeline control select a time pe-

riod.

You can select and view reports of a particular time frame by using the timeline controls. For more

information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Region: | Default_Region v | (2)
New View H Open. ‘ ‘ Save s, ‘ @
Time: | September 25,2018 211pm Last Hour / Day / Week | Month Mode: | Relative (1 week ago- 12 seconds ago) |v| (&
<
8. Aug 30. Aug 1.5ep 3.5ep 5.5ep 7.5ep 5.5ep 11.5ep 13.5ep 15.5ep 17.5ep 19.5ep 21.5ep 23.5ep 25.5ep
19.5ep 12:00pm 20.Sep 12:00pm 21.Sep 12:00pm 22 5ep 12:00pm 23.5ep 12:00pm 24.5ep 12:00pm 25.Sep 12:00pm
A » » oM Interval  Tminute |~
Routing Domain: | Any v
Applications | HDX | MOS | Services | Classes | Sftes | VimualPaths | Paths | WANLinks | MPLSQueues | Ethernet | GRE | IPsec | Events
Show Bandwidth/Data in | KbpsB |w|  Filters: 4 BEra®
10 |v|/page Showing 1-40f4 Search
LAN to WAN WAN to LAN
| v o
Name A Bandwidth (4 | Avallable Bandwidth | Permitted Bandwidth [ | Control Bandwidth | Realume Bandwidth [ | Interactive Bandwidth [ | Bulk Bandwidth [ |Bandwidth B | Avallable Bandwidth [ | Permitted Bandwidth
Def-Sitel-5C 18108 2000000 1633388 18108 0005 000 0008 15059 19,600.00 1576225 9
MCN-NY 0548 50,000.00 § 40,98895 2950 000l 000 H 000 55705 49,000.00 48,900.45
RI-RCN-MUM B81H 250,000.00 27,23067 5 3568 5 0005 0148 0008 38875 245,000.00 B 6002367 5
R2-RCN-5A 04H 100,000.00 § 17,7372 1 20148 000l 000 H 000 16125 98,000.00 & 50,072.00 &

Data from 09/18/18 2:11pm to 09/25/18 2:11pm (AsiarKolkata Time)

You can view the following metrics:
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« Bandwidth: Total bandwidth consumed by all packet types. Bandwidth = Control Bandwidth
+ Realtime Bandwidth + Interactive Bandwidth + Bulk Bandwidth. For example, in the above
screen shot, at SITE2, Bandwidth =1120.99+166.61+117.21+810.78+26.40

« Available Bandwidth: Total bandwidth allocated to all the WAN links of a site.

+ Control Bandwidth: Bandwidth used to transfer control packets that contain routing, schedul-
ing, and link statistics information.

+ Permitted Bandwidth: Bandwidth available for transmitting information.

+ Realtime Bandwidth: Bandwidth consumed by applications that belong to the realtime class
type in the Citrix SD-WAN configuration. The performance of such applications depends to a
great extent upon network latency. A delayed packet is worse than a lost packet (for example,
VolP, Skype for Business).

+ Interactive Bandwidth: Bandwidth consumed by applications that belong to the interactive
class type in the Citrix SD-WAN configuration. The performance of such applications depends
to a great extent upon network latency, and packet loss (for example, XenDesktop, XenApp).

+ Bulk Bandwidth: Bandwidth consumed by applications that belong to the bulk class type in
the Citrix SD-WAN configuration. These applications involve very little human intervention and
are mostly handled by the systems themselves (for example, FTP, backup operations).

Class report

May 5, 2021

The virtual services can be assigned to particular QoS classes, and different bandwidth restraints can
be applied to different classes. A class can be one of three basic types:

+ Real-time classes: Serve traffic flows that demand prompt service up to a certain bandwidth
limit. Low latency is preferred over aggregate throughput.

« Interactive classes: Serve traffic flows that are sensitive to loss and latency. Interactive classes
have lower priority than real-time but have absolute priority over bulk traffic.

+ Bulk classes: Serve traffic flows that require high bandwidth and are sensitive to loss. Bulk
classes have the lowest priority.

Specifying different bandwidth requirements for different classes enables the virtual path scheduler
to arbitrate competing bandwidth requests from multiple classes of the same type. The scheduler
uses the Hierarchical Fair Service Curve (HFSC) algorithm to achieve fairness among the classes.

For more information about customizing classes, see Customizing Classes.

To view class statistics:
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In Citrix SD-WAN Center, navigate to Reports > Classes, and in the timeline control select a time pe-
riod.

You can select and view reports of a particular period by using the timeline controls. For more infor-
mation, see, Timeline controls.
Note

You canview the Class data of last 30 days. Any data beyond this period is automatically removed
from the SD-WAN Center collector and the respective regional collectors.

You can also create, save and open report views. For more information, see, Manage views.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Reporting
Region: uemu_new @
e e e 6}

Time: | Oclober 3, 2018 3:-10pm [ Lost Hour / Day / Week / Month Mode: | Relative (1 second ago) c]
asep o5ep 5.sep 0. sep 12 sep 14.5ep 16.5ep 18.5ep 20.5ep 22 5ep 20.sep 20.5ep 28.5ep 20.5ep 2 0a
i R i |
45ep 6.5ep 8.5cp 10.5ep 12.5ep 14.5ep 16.50 18.5¢p 20.5ep 22 Sep 2.5ep 26.50p 28.5ep 30.5ep 2 0at
A« Interval | 1 minute

Routing Domain: | Any

Applications | HDX | MOS | Services | Classes | Sites | VirtualPaths | Paths | WANLinks | MPLSQueues | Ethernet | GRE | IPsec | Events

Show Bandwidth/Data in | Kops/KB Filters: 4 Arad®
10 [v]/pege Showing 1-10.of 162 Search
site A | Virtual Service Name Type Wait Time (ms) Sent Banawidth & Data Pending Drap (%) & ‘ oy |
DefSite1-SC Def-Site1-SCMCN-NY control_class control_class 000 7138 @ we
Defsite1-SC DefSite1-SC-MCN-NY. bulk_unused_class bulk_class 0.00 000E ool
Def-site1-5C Def-Site1-SC-MCN-NY bulk_background_class bulk_class 000 000 @ ool
Def-site1-SC Def-Site1-SC-MCN-NY interactive_very_low_class interactive_class 000 000E 000
Def-Site1-5C Def-Site1-SCMCN-NY interactive_low,_class interactive_class 000 000 B ool
Def Site1-5C Def-Sitel-SCMCN-NY interactive_medium_class interactive_class 000 000 @ L]
Def Site1-SC Def-Site1-SC-MCN-NY interactive_high_class interactive_class 000 (=) LET=]
Defsite1-SC DefSite1-SC-MCN-NY. realtime_ciass realtime_class 0.00 000l L=
Def-Site1-SC Def-Site1-SC-MCN-NY dlass 9 bulk_class 000 0o0E ool
Defsite1-SC DefSite1-SC-MCN-NY. class 8 bulk_class 0.00 000E ool

You can view the following metrics:

+ Name: Class name

+ Type: Class Type. Releatime, interactive, or bulk.

+ Wait Time: The time interval between transmitting packets in milliseconds.
+ Sent Bandwidth: Transmitted bandwidth

» Data Sent: Data sent, in Kbps.

+ Packets Sent: Number of packets sent.

+ Data Pending: Data to be sent, in Kbps.

« Packets Pending: Number of packets to be sent.

+ Drop: Percentage of data dropped.

« Data Dropped: Data dropped, in Kbps.
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+ Packets Dropped: Number of packets dropped, because of network congestion.
+ Data Coverage: Percentage of the selected period for which data is available.

Note

Click the settings icon to select the metrics that you want to view.

Ethernet interface report

May 5, 2021

Citrix SD-WAN Center provides a central view of all the Ethernet interfaces on the different Citrix
SD-WAN appliances on your SD-WAN network. This helps you during troubleshooting to quickly see
whether any of the ports are down. You can also view the transmitted and received bandwidth, or
packet details at each port. You can also view the number of errors that occurred on these interfaces
during a certain time period.

The Ethernet interfaces are configured on each Citrix SD-WAN appliance during setting up the SD-WAN
network.

For information about configuring interface groups for MCN sites, see Configure MCN.
For information about configuring interface groups for branch sites, see Configure Branch Node.
To view Ethernet interface statistics:

In Citrix SD-WAN Center, navigate to Reports > Ethernet, and in the timeline control select a time
period.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.
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Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Reporting
Region Devamtjeegmn @
@

Time: | Seplember25,2018 3-11pm | [5] Last Hour / Day / Week / Month Mode: | Relative (1 week aga- 14 seconds aga) (¢
<
28 Aug 30.Aug 1.5ep 3.5ep 5.5ep 7.5ep 9.5ep 11.Sep 13.5ep 15.5ep 17.5ep 19.Sep 21.5ep 23.5ep 25.5ep
‘ g 1
19.5ep 12:00pm 20.5ep 12:00pm 21.5ep 12:00pm 22 Sep 12:00pm 23.5¢p 12:00pm 24.5¢p 12:00pm 25.Sep 12:00pm
A b » s Intenval | 1minute

Routing Domain: | Any

Applications | HDX | MOS | Services | Classes | Sites | VirtualPaths | Patns | WANLinks | MPLSQueues | Ethernet | GRE | IPsec | Evenis

Show Bandwidth/Data in | Kbps/KB Filters: 4 BEra®
10 / page Showing 1-80f 8 Search
Site A | Name Worst State TXBandwidth 3 RX Bandwidth B3 Errors | ‘ -3 ‘
DefSitel-5C 245 1871 =]
Def-Sitel-SC 0005 000 (=]
MCN-NY 172 5833 6845 (=]
MCN-NY n 0138 0B (=]
R1-RCN-MUM 217 5268 =]
R1-RCN-MUM 0005 0138 =]
R2-RCN-SA #n73H 1928 =]
R2-RCN-SA 000H 000 g =]

Data from 09/18/18 3:10pm to 09/25/18 3-10pm (AsiarKolkata Time)

You can view the following metrics:

« Name: Name of the Ethernet interface.

+ Worst State: Worst state observed during the selected time period.

+ TX Bandwidth: Bandwidth transmitted.

« RX Bandwidth: Bandwidth received.

« TX Packets: Number of packets transmitted.

+ RX Packets: Number of packets received.

+ Errors: Number of errors observed during the selected time period.

+ Data Coverage: Percentage of the selected time period for which data is available.

Note

Click the settings icon to select the metrics that you want to view.

Event report

May 5, 2021
You can view counts of different events occurring at each site in the SD-WAN network.

For more information about events, see Events.
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To view event statistics:

In Citrix SD-WAN Center, navigate to Reports > Events, and in the timeline control select a time pe-
riod.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Reporting
Region: | Default_Region v| (@)

New View || Open.. | [ savens.. | ®

Time: | September 25, 2018 3:15pm Last: Hour / Day / Week | Month Mode: | Relative (1 month ago - 3 seconds ago) |v| (&

<
28 Aug 30. Aug 1.5ep 3.5ep 5.5ep 7.5ep 9.Sep 11.Sep 13.5ep 15.5ep 17.5ep 19.5ep 21.5ep 23 5ep 25.5ep

28. Aug 30. Aug " 1 Sep 3.5ep 5.Sep 7.5ep 9.Sep " 11.Sep 13.5ep 15.5ep 17.5ep T19.5ep 21.5ep 23.5ep 25.5ep

A » » o Intenal  1minute |

Routing Domain: | Any v

Applications | HDX | MOS | Services | Classes | Sites | VirtualPaths | Paths | WANLinks | MPLSQueues | Ethernet | GRE | IPsec | Events

Show Bandwidth/Data in | KbpsiB |w|  Filters: 4 Ara®
10 |v|/page Showing 1-40f4
Site & Debug Events Info Events Notice Events Warning Events Error Events Alert Events Critical Events Emergency Events o2
Def-Sitel-5C [ [ 9@ 150 ic) 6[@ 0 [y
[ men-ny o 3@ 224[@ 77 nE 3@ 0 a
RI-RCN-MUM [ [ 1491 [ 350 (3 0 263 @ [y
R2-RCN-SA 0 o 79 14 2@ 9@ 0 a

Data from 08/26/18 3:14pm to 09/25/18 3:14pm (AsiarKolkata Time)

You can view the following metrics:

+ Info Events: Number of information events that occurred during the selected time period.
These are low-level events.

+ Notice Events: Number of notice events that occurred during the selected time period. These
are events that the administrator should know about.

« Warning Events: Number of warning events that occurred during the selected time period.
These are events that require action in the near future.

+ Error Events: Number of error events that occurred during the selected time period. These are
events that indicate some type of error.

« Alert Events: Number of alert events that occurred during the selected time period. These are
events that might require action.

« Critical Events: Number of critical events that occurred during the selected time period. These
are events that indicate an imminent crisis.

« Emergency Events: Number of emergency events that occurred during the selected time pe-
riod. These are events that indicate an immediate crisis (for example, power supply failure, fan
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failure, hard disk threshold exceeded, service disabled).

+ Debug Events: Number of debugging events that occurred during the selected time period.

Debug events are generated when Test Email or Test Syslog options are used on the Citrix SD-

WAN appliances.

Note

Click the settings icon to select the metrics that you want to view.

The following table lists a few examples of the state changes of objects for which events are

reported.
Event Object Type Previous State Current State
MOTICE LAM to WAN path BAD GOooD
GOoD BAD
VWAN to LAM path BAD GOoCD
GOooD BAD
Dynamic virtual path BAD GOQoD
GOooD BAD
VWARNING Virtual path GOooD BAD
VWAN link congestion UNCONGESTED COMGESTED
CONGESTED UNCOMNGESTED
Usage congestion UNMCOMGESTED CONGESTED
COMNGESTED UNCOMGESTED
LAN to WAN path GOooD DEAD
BAD DEAD
VAN to LAM path GOoD DEAD
BAD DEAD
ALERT Virtual path BAD DEAD
DEAD BAD
ERROR VWAN-link GOoD DEAD
Ethernet GOooD UNDEFINED
UNDEFINED DEAD
INFO Proxy-arp UNDEFINED ACTIVE
UNDEFINED STANDBY

You can configure Citrix SD-WAN Center to send external event notifications for different event types

as email, SNMP traps or syslog messages. For more information, see Event notifications.
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GRE tunnel report

May 5, 2021

You can use a tunneling mechanism to transport packets of one protocol within another protocol. The
protocol that carries the other protocol is called the transport protocol, and the carried protocol is
called the passenger protocol. Generic Routing Encapsulation (GRE) is a tunneling mechanism that
uses IP as the transport protocol and can carry many different passenger protocols.

The tunnel source address and destination address are used to identify the two endpoints of the vir-
tual point-to-point links in the tunnel.

For more information about configuring GRE tunnels on Citrix SD-WAN appliances, see GRE Tunnel.

Citrix SD-WAN Center can show you the state of all the GRE tunnels configured in your Citrix SD-WAN
network.

To view GRE tunnel statistics:

In Citrix SD-WAN Center, navigating to Reporting > GRE, and in the timeline control select a time
period.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.

Citrix SD-WAN Center

Dashboard

Wors state. MU T Banawiotn 5 miBsnowan@ | acketsomy ppea @ Packets Fragmentes ‘ o ‘

You can view the following metrics:

+ Worst State: Worst state observed during the selected time period.
« MTU: Maximum transmission unit — the size of the largest IP datagram that can be transferred
through a specific link.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 287


https://docs.netscaler.com/en-us/citrix-sd-wan/11-3/gre-tunnel.html
https://docs.netscaler.com/en-us/citrix-sd-wan-center/current-release/administration/timeline-controls.html
https://docs.netscaler.com/en-us/citrix-sd-wan-center/current-release/administration/manage-views.html

Citrix SD-WAN Center 11.3

+ TX Bandwidth: Bandwidth transmitted.

« RX Bandwidth: Bandwidth received.

« TX Packets: Number of packets transmitted.

« RX Packets: Number of packets received.

+ Packets Dropped: Number of packets dropped, because of network congestion.

+ Packets Fragmented: Number of packets fragmented. Packets are fragmented to create
smaller packets that can pass through a link with an MTU that is smaller than the original
datagram. The fragments are reassembled by the receiving host.

+ Data Coverage: Percentage of the selected time period for which data is available.

Note

Click the settings icon to select the metrics that you want to view.

HDX report

May 5, 2021

Select one of the following report types from the drop-down list:

« HDX Site Stats

« HDX Summary (applicable for both HDX information channel available and unavailable
sessions)

« HDX User Sessions (applicable for only HDX information channel available sessions only)

+ HDX Apps (applicable for only HDX information channel available sessions only)

HDX site statistics

HDX report provides detailed HDX data per site. The data for each site is shown in two views.

Summary view

The Summary view shows the following data for a site:

+ QoE Index - The Quality of Experience (QoE) is a numeric value between 0-100. The higher the
value the better the user experience.

» Users —The number of active users on the site.

« TCP Flows - The number of active HDX sessions on the site that use the TCP protocol.

+ UDP Flows —The number of active HDX sessions on the site that use UDP protocols.
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+ Sessions —The total number of active HDX sessions on the site that includes both Small-Scale
Integration (SSI) and Medium-Scale Integration (MSI) sessions.

Detail view

You can click an individual site to view details about all the variables affecting QoE. Each pair of row
shows the QoE factors for data calculated at local and remote sides for a given virtual path.

Latency, jitter, and packet drop variables affecting QoE are the effective numbers that the Citrix SD-
WAN appliance is measuring. For example, there might be larger percent of packet drop in the net-
work, since Citrix SD-WAN corrects the packet drops through its own protocol, the effective packet
loss seen by the application would be much lesser, hence improves the QoE for HDX applications.

Similarly, latency improvement through packet duplication also improves the QoE for HDX applica-
tions. In other words, Citrix SD-WAN improves the QoE for HDX traffic by improving the factors affect-
ing the QoE. For more information see, HDX QoE.

To view HDX Reports:

In the Citrix SD-WAN Center, navigate to Reporting > HDX, and in the timeline control select a pe-
riod.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save, and open report views. For more information, see, Manage views.

Dashboard Fault Maonitoring Configuration Reporting Administration Nitro API

Reporting

Reglon: | Defaul_Aegion ¢ (T

New View || Open... Save As... @
Time:  May 15, 2019 11:56pm [B] Last Howr | Day | Week | Manth Mode: | Relative (1 wook aga - 1 weok ago) : ®
<
28 Apr 30, Apr 2. May 4, May 6 May 2. May 10, May 12 May 14. May 16, May 18. May 20 May 22, May 24, May
i Al 1zl 00 3 3
&00am £:00am 10:00am 12:00pm 2:00pm 4:00pm 6:00pm #:00pm 10:00pm
Fiy B o» 0 Interval 1minute  #
Routing Domain: | Any
s | HOX | AppQoE | MOS | Services | Classes | Smes | ViualPaths | Paths | WANLinks | MPLSQueues | Ethemet | GRE | IPsec | Events
Report Type 3| HOX Sae Stats -
Show Bandwidth/Data in | KbpsKB & Filters: + Mra®
10§ /page Showing 1-1af 1
Site ok Index v Users TCP Flows UDP Flows Sessions o
e 10 1 0 4
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HDX summary

Select the HDX Summary report and the site from the drop-down list. The HDX summary report dis-

plays each user’s report that has logged in during the selected time period.

M5! sessions

Sebect Site - bC .J
= +
[0 3|/ page Showing 1-3af 3
User Client IP 551 sessions
192.168.1.60 [
ravindra 192.168.1.66 a
ravindra 192.168.1.60 2

Bytes From Client v

148,816.00
54,548.00

2,006.00

Bytes From Server
623237.00 Neo
290657.00 Yes

744900 Yes

In the HDX summary report, you can view the following parameters:

+ User: Name of the user.
« Client IP: Client IP address.
+ SSl sessions: Number of active Single Stream ICA (SSI) sessions.

« MSI sessions: Number of active Multi Stream ICA (MSI) sessions.

+ Bytes from Client: Size in bytes from client.
+ Bytes from Server: Size in bytes from server.

HDX Channel Availability

« HDX Channel Availability: Provides the HDX information channel availability status as Yes/No.

If the channel is not available, then the user name shows as a hyphen (-).

HDX user sessions

In the HDX user sessions report, you can see every sessions detail used by each user. Select the site,
user, and SSI or MSI from the drop-down list. By default, the Select User and Select SSI/MSI fields

shows ALL.

ors Se Be - tUser: o -
n | Kbps®B $ ers 4+
10 & /page Showing 1-100f 10
Session Key ClientIP | Server [P SessionType SSI/MSI ServerName ServerVersion ICARTT(ms) WAN Latency (ms) ACR

61C2934DC106462CBIBTATRTEGETDESD 192.168.1.66 19216827 APP MSI VDAL 7.18.0.6 18,155.00
46BSBEASEIACA2BBEFY ACAS90 192168166 19216827 DESKTOP Msl VDAL 718016 b} 12 o 11,704.00
7A1FEADDOBEDAECEIEDAADCEAZE2CI7S 192168166 19216827 APP 551 VDA 18.0.1 4 12 o 9,521.00
46BSBEASEIACA2BBAFIBEACTFFACASSD 192168166 19216827 DESKTOP ssi VDA4 718016 %6 12 o 585,00
45245CBEED5441 AMADDECFDSSDEEFD7 192168.1.66 192168.26 APP MsI VDAZ 18.0.1 NA " o 1.792.00
S0BCOF10354146D9AZIE250453507F58  192.168.1.66 192.168.26 APP 551 VDAZ 718016 NA 1.740.00
46BSBBASBIACA2BBEF3 192.168.1.60 192.168.2.7 DESKTOP 3 VDA4 18.0.1 36 12 o 1.460.00
ED25680615843C0B1E1ETEV ZNIFCIC 192.168.1.66 192.168.2.6 DESKTOP M5! VDA3 7.18.01 n n 0 1.311.00
0619843CDB1E1B7EIZTIFC2IC  192.168.1.66 19216826 DESKTOP 3 VDAZ 18.0.1 7 12 o 736.00
1ED25680619843C0B1E1BTEIZTIFCIC 192168160 19216826 DESKTOP 551 VDAZ 18.0.16 2 12 o 546.00

Bytes From Client wBytes From Server

Mrad®

Connection State  Packet

=]

2 © & 8 @ @8 © @

=]
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You can use the Search or Filter:+ options to find out the required session information as per your
requirement.

« Session Key: The session key represents the unique identity for an ICA session.

« Client IP: Client IP address for each session.

« Server IP: Server IP address for each session.

+ Session Type: Type of the sessions (Desktop, App).

« SSI/MSI: Shows whether it is an SSI or MSI session.

« Server Name: Shows the name of the server.

« Server Version: Shows the version of the server.

« ICARTT (ms): Shows the ICARound Trip Time (RTT) in milliseconds. Thisis an end-to-end round
trip time between the client and the server.

« WAN Latency: Latency over the WAN, that is between the two SD-WANs over the virtual path.
This latency doesn’t include client-side or server-side network latency.

« ACR: Shows the auto client reconnect counts.

+ Bytes from Client: Size in bytes from client.

« Bytes from Server: Size in bytes from server.

« Connection State: Hover the mouse to see the connection state.

- For MSI, there are four connections. These connections are L4 level (TCP/UDP state).

- For SSI, there is only one connection.

MSI SSI

Stream 0 : CLOSED

Stream 1 : CLOSED )
Stream 2 : CLOSED Stream 0 : CLOSED

Stream 3 : CLOSED

 Packet from Client: Number of packets from client.
+ Packet from Server: Number of packets from server.

HDX apps

You can see all the application used by a specific user or by all users. Select the Site and the User to
view the applications details.
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Applications | HDX | AppQoE | MOS | Services | Classes | Sites | Viewal Paths | Paths | WANLUNks = MPLSQueues | Ethernet | GRE | IPsec | Events
[:iop:vl Type : HOX Apps = SelectSite: pC = Select User: al -
Show Bandwidth/Data in - Kbps/KB & Fiters: + Mrasd®
10 4|/page Showing 1 - 10 of 28
Application Name Session Key 551/ S Application Launch Time v Application Termination Time Application Duration (min) &
Task Manager 3D2BBIEBAIFAAFIEIIETBIALADS16T6E Ms1 2019-05-16 18:14:36 2019-05-16 18:28:42 14.10
Task Manager DBACFS53E68B43959ABICIDT1 74210CA M3 2019-05-16 08:40:20 Active 15570.25
Calculator DEIED4S6534AL4B58CIBFFASOTABAIIF M5! 20M9-05-16 081716 2019-05-16 08:30:52 1360
Task Manager 4841 ADF54532460D 0956048874 TICCBCS M3 20190516 08:09:58 20190516 08:14:58 500
Calculator C1148CTDEBF2439FBIERDSFIFOBSSEES M5 2019-05-16 06:16:48 2019-05-16 06:26:26 963
Task Manager TRE43C228C184BCSBFIDSCRIBIDEIATT Ms1 2019-05-16 04:41:01 20190516 05:01:07 2010
Paint S0BCDF10354146D9A2IE29845399TF58 551 2019-05-15 15:53:06 2019-05-15 15:56:52 an
Administrative Tool T41FE4DDOGEDAECEIGDIADCE42BCITS 551 2019-05-15 15:52:55 2019-05-15 15:52:56 o002
Task Manager T41FE4DDOGEDAECEIGDIADCEL2ZBCITS 551 2019-05-15 15:52:39 2019-05-15 15:56:36 395
Paint 45245CB68D5441 AAADDECFOS5D6BFDIT Ms1 2019-05-15 15:40:35 2019-05-15 15:43:41 310

Application Name: Provides the name of the HDX application.

Session Key: Provides the unique session key which is used for that particular application.
SSI/MSI: Shows whether it is an SSI or MSI session.
Application Launch Time: Provides the application launch time with date.

.

Application Termination Time: Provides the application termination time with date. If an ap-
plication is active, it shows active instead of the termination time.
+ Application Duration (min): Provides the application time duration in minutes.

Note

+ Ifthereisany unintended error such as, if the HDX session information is unavailable on the
appliance, then the HDX user-based reports are not shown even if the HDX User Reporting
is enabled. Some of the fields such as user name, server name, server version, ICA RTT in
the reports might be shown as NA.

+ Application termination time in HDX Apps report is shown only if SD-WAN receives Appli-
cation Termination Time from Xen Application/Xen Desktop Server. Otherwise, some of
the applications are reported to be active even if closed.

IPsec tunnel report

May 5,2021

IP Security (IPsec) protocols provide security services such as encrypting sensitive data, authentica-
tion, protection against replay, and data confidentiality for IP packets. Encapsulating Security Pay-
load (ESP), and Authentication Header (AH) are the two IPsec security protocols used to provide these
security services.
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In IPsec tunnel mode, the entire original IP packet is protected by IPsec. The original IP packet is
wrapped and encrypted, and a new IP header is added before transmitting the packet through the
VPN tunnel.

For more information about configuring IPsec tunnels on Citrix SD-WAN appliances, see IPsec Tunnel
Termination.

Citrix SD-WAN Center can show you the state of all the IPsec tunnels configured in your Citrix SD-WAN
network.

To view IPsec tunnel statistics:

In Citrix SD-WAN Center, navigate to Reporting > IPsec Tunnels, and in the timeline control select a
time period.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save, and open report views. For more information, see, Manage views.

Reporting
R Detac_Pegon & (T}
Bepw View | Clpan. [ @
Teme:  Segtemer 12208 30om (B L o [ Day | Ween | erm ee: | Pl ) ool aga- 2 aeceeagsl 2 (D
£
W
! 1hual: 1
F % sap - p X b=
i o et
Domain: | Any
et
n KEpaE 1 PRen 4 MEAD
[* Showing 1 - 1.0f
Marme A e SErvioe Type Irranat e Ty Wune Fune worst Stave B MY TH Barctwécks £ R Barctwees Curts Deopped B o

P irdrieed, Sorvice B-CH 1000 re Serleat _ LE]= amBE amB

You can view the following metrics:

« Name: Application name.

« Site: Name of the site.

+ Service Type: Type of the service.

+ Intranet Service Type: Type of intranet service associated with the IPsec tunnel. The following
are the type of intranet services:

- Default
- Microsoft Azure Virtual WAN
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- Zscaler
- Citrix SaaS Gateway

+ IPsec Worst State: Worst state observed during the selected time period.

« MTU: Maximum transmission unit—size of the largest IP datagram that can be transferred
through a specific link.

+ TX Bandwidth: Bandwidth transmitted.

« RX Bandwidth: Bandwidth received.

« TX Packets: Number of packets transmitted.

« RX Packets: Number of packets received.

- Data Dropped: Data dropped, in Kbps.

« Packets Dropped: Number of packets dropped.

Note

Click the settings icon to select the metrics that you want to view.

Link performance report

May 5, 2021

Citrix SD-WAN Center can show performance statistics at the site, service, virtual path, or WAN-link
level.

Consider a network in which organization ABC has four branch offices. Brownouts have been reported
at SITE3. That is, the employees are sometimes unable to view the intranet pages. You suspect that
it’s because of the performance of the underlying links.

You can get a high-level view of the link statistics by hovering your mouse cursor over the path between
a site and the data center on the Network Map on the Dashboard.
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Netwaork Map

Configuration: | lalest-men ﬂ

Routing Damain: | Ay ﬂ
[ . . = g
T
. SITETSHEL
™~ )
~ Rrserer-SITES S SITE
SITEE I

— Master-5TES [HERE
MEEtET-5 kst view the Virtual Path Repart
* Averages from 1142 11:24 PR t0 11/211:35 BM
Path NameWorst StateState Reason  kbpsLatencyjitter  Loss

ST
SITE2-SITE? Mastar-WL-2-5ITE3-WL-2 SILENCE 0.00 o
Masres SITEI-WL-2-=Master-Wi-2 SILENCE Q.00 o
Py Master-wL-1 =SITE3-WL-1 BAD LOsS 1591 11 B 10.1%

/ SITE3-WL-1 =Master-Wil-1 BAD LOSS 1278 11 & 9.E%

SITE?

The above screen shot shows that there are two WAN links (WL-1 and WL-2) between SITE 3 and the
Master Controller Node (MCN), and displays statistics for the most recent 10 minutes.

The virtual paths Master-WL2->SITE3-WL2 and SITE3-WL2 ->Master-WL2 are not functioning, and al-
ternative paths Master-WL1->SITE3-WL1 and SITE3-WL1 ->Master-WL1 are in poor condition, losing a
significant percentage of the transmitted data. That is the probable cause of the brown-out issue at
SITE3.

Alternatively, you can view the link statistics by navigating to Reporting >Paths.
In the timeline control select a time period.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.
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Dashboard Fault Monitoring Configuration Reporting Administration Nitro API
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You can view the following metrics:

Name: The path name.

« From (Site and WAN Link): The source site and WAN link.
To (Site and WAN Link): The destination site and WAN link.
LAN to WAN

- Work State:

- Bandwidth: Total bandwidth consumed by all packet types. Bandwidth= Control Band-
width + Real-time Bandwidth + Interactive Bandwidth + Bulk Bandwidth.

- Control Bandwidth: Bandwidth used to transfer control packets that contain routing,
scheduling, and link statistics information.
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- Real-time Bandwidth: Bandwidth consumed by applications that belong to the real-time
class type in the SD-WAN configuration. The performance of such applications depends
on a great extent upon network latency. A delayed packet is worse than a lost packet (for
example, VolP, Skype for Business).

- Interactive Bandwidth: Bandwidth consumed by applications that belong to the inter-
active class type in the SD-WAN configuration. The performance of such applications de-
pends on a great extent upon network latency, and packet loss (for example, XenDesktop,
XenApp).

- Bulk Bandwidth: Bandwidth consumed by applications that belong to the bulk class type
in the SD-WAN configuration. These applications involve very little human intervention
and are mostly handled by the systems themselves (for example, FTP, backup operations).

- Congestion: Congestion due to increased traffic or unexpected delay in packet flow in the
WAN.

« WAN to LAN:

- Worst State: The worst WAN to LAN state observed during the time period.

- Bandwidth:

- BOWT Latency(ms): Best one-way time (BOWT) taken for a packet to move from one point
to another, in milliseconds.

- Jitter (ms): Variation in the delay of received packets, in milliseconds.

- Loss (%): Percentage of packets lost.

- 000 (%): Percentage of packets that are not in the right order or out of order (000).

- Congestion: Congestion due to increased traffic or unexpected delay in packet flow in the
WAN.

Click on Settings icon and select the parameters that you wants to view on reports.

MOS for applications

May 5, 2021

The mean opinion score (MOS) provides a numerical measure of the quality of the experience that an
application delivers to end users. It is primarily used for VoIP applications. In Citrix SD-WAN, MOS is
also used to assess the quality of non-VolP applications by judging the traffic as if it were a VoIP call.

Citrix SD-WAN Center calculates and displays MOS for the traffic that passes through the virtual path.
Enable the Estimate MOS option for each application on every Citrix SD-WAN appliance to display the
MOS scores of these applications in Citrix SD-WAN Center.

For more information about enabling MOS for applications in Citrix SD-WAN, see Add Rule Groups and
Enable MOS.
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Note

Enable the Track Performance option, under Rules to estimate MOS for applications and display
it in Citrix SD-WAN Center. For more information on rules, see Rules by IP address and port num-

ber.

To view MOS for applications:

In Citrix SD-WAN Center, navigating to Reporting > Applications, and in the timeline control select a
time period.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.

Dashboard Fault Monitoring Configuration eporting Administration Nitro API

Reporting

Region: | Default_Region v (D

Time: | October 3, 2018 3:38pm Last: Hour / Day / Week / Month Mode: | Relative (2 minutes from now) v G

4.5ep 6.5ep 8.Sep 10.5ep 12.5ep 14.5ep 16.Sep 18.5ep 20.5ep 22 Sep 24.5ep 26.5ep 28 Sep 30.5ep 2 0ct

4.5ep" 6.5ep 8.Sep 10.5ep “12.5ep 14.5ep 16.5ep 18.5ep.  20.Sep . 22.Sep 24.5ep. " 26.5ep" 28.5ep 30.5ep 2.0

A «« Interval: | 1minute ¥
Routing Domain: | Any v
Applications HDX MOs Services Classes Sites Virtual Paths Paths WAN Links MPLS Queues Ethernet GRE IPsec Events

Show Bandwidth/Datain | Kbps/kB v | Filters: + Brsd®

10 v |/page Showing 1-20f2 Search

Average Virtual WAN MOS Lowest Virtual WAN MOS (5 ‘ £

site A Virtual Service Name

Dallas_ MCN ANZ_RCN-Dallas_MCN IcMP

Data from 10/03/18 3:32pm to 10/03/18 3:39pm (Asia/Calcutta Time)

You can view the following metrics:

« Name: Name of the application.
+ Average Virtual WAN MOS: Average quality score calculated over the selected time period.
+ Lowest Virtual WAN MOS: Lowest quality score calculated within the selected time period.

The scores are graded as follows:

« 5-Users are very satisfied.

« 4 —Users are satisfied.

« 3-Users are dissatisfied.

+ 2-Users are very dissatisfied.
1 -Not recommended.
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MPLS queues report

May 5, 2021

MPLS Queues provide service queues controlled by standard Differentiated Services Code
Point (DSCP) tags. The tags control the quality of service between two sites on the Virtual WAN.

MPLS Queues allow MPLS providers to identify traffic on the basis of DSCP markings, so that class of
service can be applied by the provider.

For more information about configuring private MPLS WAN links on Citrix SD-WAN appliances, see
MPLS Queues.

To view MPLS queue statistics:

In Citrix SD-WAN Center, navigate to Reports > MPLS Queues, and in the timeline control select a time
period.

You can select and view reports of a particular time frame by using the timeline controls. For more
information, see, Timeline controls.

You can also create, save and open report views. For more information, see, Manage views.

Dashboard Fault Monitoring Configuration Reporting Administration Nitro API

Reporting
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You can view the following metrics:

« MPLS WAN Link: Name of the MPLS WAN link that the MPLS queue is a member of.

+ Name: The DSCP tag name.

« Bandwidth: Total bandwidth consumed by all packet types. Bandwidth = Control Bandwidth +
Realtime Bandwidth + Interactive Bandwidth + Bulk Bandwidth.
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Control Bandwidth: Bandwidth used to transfer control packets that contain routing, schedul-
ing, and link statistics information.

Realtime Bandwidth: Bandwidth consumed by applications that belong to the realtime class
type in the Citrix SD-WAN configuration. The performance of such applications depends to a
great extent upon network latency. A delayed packet is worse than a lost packet (for example-
VolP, Skype for Business).

Interactive Bandwidth: Bandwidth consumed by applications that belong to the interactive
class type in the Citrix SD-WAN configuration. The performance of such applications depends
to a great extent upon network latency, and packet loss (for example, XenDesktop, XenApp).
Bulk Bandwidth: Bandwidth consumed by applications that belong to the bulk class type in
the Citrix SD-WAN configuration. These applications involve very little human intervention and
are mostly handled by the systems themselves (for example, FTP, backup operations).
Mismatched Bandwidth: Frames that do not match the defined DSCP tags are mapped to a
default queue designated for mismatched bandwidth.

Available Bandwidth: The sum of bandwidth allocated to all the WAN links of a site.
Permitted Bandwidth: Bandwidth available for transmitting information.

BOWT Latency: Best one-way time taken for a packet to move from one point to another, in
milliseconds.

Jitter: Variation in the delay of received packets, in milliseconds.

Packets Lost: Number of packets lost.

Loss: Percentage of packets lost.

000: Percentage of packets that are not in the right order.

Congestion: Congestion due to increased traffic or unexpected delay in packet flow in the WAN.

Note

Click the settings icon to select the metrics that you want to view.

Administration

May 5, 2021

You can manage and maintain your Citrix SD-WAN Center VPX using the following administrative op-

tions.

Configure date and time

HTTPS certificates

Import MCN configuration

Manage database
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Mangae views
Software upgrade
Timeline controls

User accounts

Configure date and time

May 5, 2021

You can change the date and time of the Citrix SD-WAN Center management system either manually
or by using an NTP server. If you select the Use NTP server option, then you cannot manually enter a
current date and time.

To manually set the date and time:
1. In the Citrix SD-WAN Center web interface, click the Administration tab.

2. Click Global Settings, and then click Timezone.

Dazhboard Maonilaring Configuration Reparting

I Glebal Settings Masagement inberface HTTFS Corlificat TewsZone

Cutabane Manbenance
Date ana Time @

Ut el

3. In the Time Zone field, select a city in your current time zone. Alternatively, enter the current
date and time for your time zone.

4. Click Apply.
You can synchronize the Citrix SD-WAN Center clock with an external NTP server.
To set the date and time by using an NTP Server:

1. In the Citrix SD-WAN Center web interface, click the Administration tab.

2. Click Global Settings and then click TimeZone.
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3. Select Use NTP Server.

This disables the Date and Time fields, and displays the NTP Servers table.

Dashboard Fault Mgnitaring Canfiguration Reporting

U/ it L Sef DR

[Gmlhumqi Marnage 1 ene, HTTIS Certiicaty TimeZans

Date and Time @

4. To add a new NTP server, click the + icon next to NTP Server.
5. In the Address field, enter the IP Address for the NTP Server.

You can specify up to three NTP servers, but you must specify at least one. These act as backup
NTP servers, if one server is down the Citrix SD-WAN Center automatically synchronizes with
the other NTP server.

If you specify a domain name for an NTP server, you must also configure a DNS server unless
you have already done so. To remove a server entry from the table, click the Delete icon in the
Delete column of the entry.

6. Click Verify to verify that the server is reachable, before applying your settings.
7. Click Apply.

HTTPS certificates

May 5, 2021

HTTPS certificate is required for establishing secured management HTTPS connection to Citrix SD-
WAN Center.

View installed HTTPS certificate details

CitrixTo evaluate the current certificate, you can display the certificate details.

To display the details of HTTPS certificate already installed on Citrix SD-WAN Center:
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1. In the Citrix SD-WAN Center web interface, click the Administration tab.
2. Click Global Settings and then click HTTPS Certificate.

The HTTPS certificate details appear in the Installed HTTPS Certificate section.

Dashboard Fault Manitering Configuration Reporting Adr tratio _

Administration / Global settings / HTTPS Certificate
User/Authentication Settings

I Global Settings Management Interface HTTPS Certificate TimeZaone Software Upgrade

Database Maintenance

Installed HTTPS Certificate @
Storage Maintenance

Country: us Country: us
State/Province california State/Province California

Locality: san jose Localtty: san jose
Organization: Citrix Systems, inc. Organization Crtrix Systems, inc.
Organizational Unit:  Engineering Organizational Unit:  Engineering
Comman Name: ik Common Name crrix

Email: support@ctrix.com Emai suppon@cterix.com

Certificate FINGErprinG:  55:58:28:D9:FC:OAAZ:26:64:43.97:BA FO:T0:06:A0:77.43:47:F5
Start Date AU 23 06:39:53 2016 GMT
End Date AUZ 23 06:39:53 2019 GMT

ECO0282F6CIER03A

Upload and install an HTTPS certificate

Installing an HTTPS Certificate puts Citrix SD-WAN Center into Maintenance Mode until the operation
is complete. When the operation is complete, the web server is restarted, invalidating all connected
sessions. If the connection to the server is lost when the web server is restarted, the maintenance
mode screen automatically reloads the previous page and displays a security notice from the browser.
If the screen does not reload, click Continue to reload the previous page.

To upload and install the HTTPS certificate:

1. In the Citrix SD-WAN Center web interface, click the Administration tab.
2. Click Global Settings and then click HTTPS Certificates.

3. In the HTTPS Certificate upload and Install section, in the HTTPS certificate file field, click
Browse and select a HTTPS certificate.

4. For the field HTTPS private key file, click Browse and select an HTTPS private key file.

5. Click Upload and Install.
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HTTPS Certficate upload and Install @

Uploading and Installing the certificate and private key that are used to secure the Management HTTPS connection to this SD-WAN Center will cause the HTTP server to resiart
nvalidating all connected sessions.

HTTPS certificate file:

Erowse..

HTTPS private key file:

Browse

Regenerate the HTTPS certificate

You can regenerate a self-signed certificate that secures the Management HTTPS connection to Cit-
rix SD-WAN Center. Regenerating the HTTPS Certificate puts Citrix SD-WAN Center into Maintenance
Mode until the operation is complete. When the operation is complete, the web server is restarted,

invalidating all connected sessions.

If the connection to the server is lost when the web server is restarted, the maintenance mode screen
automatically reloads the previous page and displays a security notice from the browser. If the screen
does not appear, click Continue to reload the previous page.

To regenerate the HTTPS certificate:
1. In the Citrix SD-WAN Center web interface, click the Administration tab.
2. Click Global Settings and then click HTTPS Certificates.

3. Inthe Regenerate HTTPS Certificate section, click Regenerate HTTPS Certificate.

Regenerate HTTPS Certificate @

Regenerating the Management HTTPS Certificate will invalidate all connected sessions.

Regenerate HTTPS Certificate.

The Regenerate HTTPS Certificate message appears. Click Regenerate.
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Regenerate HTTPS Certificate IZl

Regenerating the self signed HTTPS Certificate will
cause SD-WAN Center to enter Malntenance
Mode and the HTTP server to restart. Invalidating
all connected sessions.

For best results: when the operation Is complete
close the browser window and reconnect to SD-
WAN Center.

Are yOU Sure you wish 1o regenerate tme HTTPS
certificate?

= e

Import MCN configuration

May 5, 2021

When Citrix SD-WAN Center is set up and a connection is established between the master control node
(MCN) and Citrix SD-WAN Center, you can import the MCN configuration to Citrix SD-WAN Center and

view the network maps.

The Import function imports a configuration into an open or new Citrix SD-WAN master configuration.
If an Citrix SD-WAN master configuration is open when you use the import function, it and its maps are
overwritten by the new Citrix SD-WAN master configuration. If no Citrix SD-WAN master configuration

is open, an untitled package is created.
To import the MCN configuration to Citrix SD-WAN Center:
1. Inthe Citrix SD-WAN Center web interface click the Configuration tab.

2. Click Network Configuration and then click Import.
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Import Virtual WAN Configuration @ s ]
«From Network: or .From File:
Active MCN ﬂ Browse..

Valid Extension: cfg/zip

mport to: Use Network Maps from
New Package ﬂ New Package ﬂ

3. Inthe From Network field select one of the following options:

+ Active MCN: Connect to the active MCN and download the current Configuration.

« Other: Connect to an IP address of a different MCN and download the current Configura-
tion. You may have to install the security Certificate from this Citrix SD-WAN Center in the
MCN before you can Import the Configuration.

For more information, see, Install the Citrix SD-WAN Center Certificate.

4. Alternatively, in the From File section, click Browse and select a Configuration to be uploaded
from your computer.

5. Inthe Importto field select Current Package to import the contents of the selected file into the
current open package.

6. Inthe Use Network Maps from, field select one of the following options.
« Current Package: Retain the currently saved set of network maps after the import.
+ New Package: Use the network maps from the imported package and discard the current

set of maps.
« Both Packages: Use the imported maps in addition to the currently saved maps.

7. Click Import. The configuration is imported.
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8. Inthe Network Map section. Click the settings icon and select Auto populate to automatically
add and arrange each site in the configuration to the map.
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Manage database

May 5, 2021

You can monitor and manage the database to ensure that there is enough available disk space to store
the polling data from all the discovered appliances on the network.

Viewing database statistics

The Statistics table displays the available database statistics, and includes input fields for specifying
the database disk usage thresholds for notifications and polling.

To view database statistics:

1. In the Citrix SD-WAN Center Web Ul click the Administration tab.

2. Click Database Maintenance. Under Statistics section the following information is displayed.

« Record Time: Displays the date and timestamp for the oldest and most recent records in
the database. This column contains the following information:

- Start: Displays the date and timestamp of the oldest record in the database.
- End: Displays the date and timestamp of the most recent record in the database.
+ Active Storage Size (MB): Displays the current active storage’s disk space.

- Database Size (MB): Displays the current database size and use information. This column
contains the following information:

- Total (MB): Displays the total size in MB of the database.

- Usage (%): Displays the percentage of database disk usage in current active storage’
s disk space.

Statistics ®
Record Time Database 5ize Thresholds (%)
1
Sstart End Active Storage Size (MB) Total (MB) Usage (%) Notification Stop Polling

2016-09-06 0859 2016.09-19 18:49 7416 893 2 | 4% %

To set the notification and polling threshold:

1. Inthe Notification field, enter the percentage of the database size or active storage size to use
as a threshold for generating a database usage notification. An email notification will be sent
when database use exceeds this threshold.
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2. Inthe Stop Polling field, enter the database disk usage threshold (percentage) at which to stop
statistics polling. Select a value from 10% to 50% from the drop-down menu. The default is
50%.

3. Click Apply.

Configuring auto cleanup

To keep database disk usage under control, you can specify thresholds that, when exceeded, trigger
the removal of older records from the database.

To enable database cleanup and configure the thresholds:

1. In the Citrix SD-WAN Center Web Ul click the Administration tab.
2. Click Database Maintenance.

3. Under Auto Cleanup section, select the Remove oldest records by day when... check box to
enable database cleanup.

Auto Cleanup O]
Based on current usage, SD-WAN Center will reach the storage threshold in 212 days.
R est t
jataba exceed: E torag
OR
jatat t 1 Month

When enabled, the database is automatically checked at 2:00 AM every day. The checkinitiates a
database cleanup if the specified thresholds are met or exceeded. By default, thisis not enabled.

Earlier, the default setting for SD-WAN Center database auto clean-up was as following:
« Remove oldest records by day when:

- ...database usage exceeds 50% of active storage size
- Operator must be select as AND
- ...database has more than 6 months of data

With 11.1.1 release and above, the default setting for SD-WAN Center database auto clean-up
has now changed to following:

+ Remove oldest records by day when:

- ...database usage exceeds 50% of active storage size
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- Operator must be select as OR
- ...database has more than 1 month of data

Note

The change in settings will have no impact for the already provisioned SD-WAN Center
systems which are upgraded to 11.1.1 release. It is only applicable to freshly provisioned
11.1.1 release or above SD-WAN Center systems.

4. Select...database usage exceeds (%) of active storage size and then select a percentage from
the drop-down menu to specify the threshold for a database cleanup. The options are from 10%
to 50% in increments of 5%.

5. Select AND or OR, an operator from the drop-down menu between the “...database usage ex-
ceeds...”and “...database has more than...”thresholds to specify an operator how to apply for
this rule. The default is OR since 11.1.1 release.

6. Select ...database has more than [# months] months of data and then select the number of
months from the drop-down menu to specify the time span threshold for a database cleanup for
which to keep data in the database. The options are from 1 month to 12 months in increments
of one month.

7. Click Apply.

Configuring manual cleanup

You can manually remove statistics and events records from the database, based on specified crite-

ria.

To perform a manual database cleanup:
1. Inthe Citrix SD-WAN Center web interface click the Administration tab.
2. Click Database Maintenance.

3. Under Manual Cleanup section select a filter from the Remove Records drop-down menu. The
filter options are:

+ older than: Remove records collected before a specified date. When you select this filter,
a date field and calendar selection button appear. Click the calendar button to select a
date. All records older than the specified date will be removed.

Manual Cleanup @

Remoue records v 06/07/2018

Remave
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« for Site: Remove records collected before a specified date. When you select this filter, a
date field and calendar selection button appear. Click the calendar button to select a date.
All records older than the specified date will be removed.

Manual Cleanup @

SITES

REMOVe ri 5 \/ SITE2

SITE3

4. Click Remove.

Manage views

May 5, 2021

The Fault, Reporting, Network Map and Statistics page allows you to create, display, modify and delete
the respective views.

Note

The screenshots used in the procedure may vary from the actual user interface depending on the

type of the view.

To create a new view:

1. Click New View, this creates a new, unnamed view and resets the time specification to the cur-

rent time.
2. Create and apply filters or make the necessary changes.
3. Click Save As.
4. In the Save View dialog box enter a name for your view.

5. Click Save.

Save Report View IZ\
MName
| View1| |

o B

To open and modify an existing view:
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[y

. Click Open.

N

. Inthe Open View dialog box, select a report view from the drop-down list.

w

. Click Open. The event view opens.
4. Make the necessary modification as required.

5. Click Save.

Open Report View *

Salact a Report Viewr
View1

| Cancel

To delete a view, open the view and click the delete icon.

Software upgrade

May 5, 2021

You can use the Software Upgrade option to upgrade your Citrix SD-WAN Center software to the latest
version. The software upgrade process places Citrix SD-WAN Center into maintenance mode. If a data-
base migration is required, this process can take several hours. During this time, no statistics data will
be collected from the Virtual WAN, and all Citrix SD-WAN Center functionality will be unavailable.

Important
Running the upgrade during maintenance hours is recommended.
Note

Download the appropriate Citrix SD-WAN Center software package to your local computer. You
can download this package from Downloads page.
To upload and install a new version of the Citrix SD-WAN Center software

1. In the Citrix SD-WAN Center web interface, click the Administration tab.

2. Click Global Settings and then click Software Upgrade.
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Sofrant LUpgract

I Glsbal Settings W it T il Sedftwaen Upgrade

SOMWAMN Center Software Lipaste

Cunrvene Version: §5_1_0_8_S¥7013 bui on G441 6

.

3. Click Browse to open a file browser, and select the software package you want to upload.

4. Click Upload to upload the selected software package to the current Citrix SD-WAN Center vir-
tual machine.

5. After the upload completes, click Install.
6. When prompted to confirm, click Install.

7. Inthe dialog box that appears, select the | accept the End User License Agreement checkbox,
and then click Install.

Timeline controls

May 5, 2021

The Timeline at the top of the Fault, Reporting, Network Map and Statistics page provides controls for
restricting the time frame of the current View. You can view a time frame of up to 30 days of data from
the current database.

Note

Based on selected time period, you can view the historic data irrespective of the current Citrix
SD-WAN network configuration.

Time

You can use the following elements for specifying a time frame for the current View:

« Time - Enter a date and time in the Time field to narrow the graph results to a specific date and
time. The format can be any of the following:

- Month Day, Year Hour:Minutes [am / pm ] For example: September 7,2015 2:00pm.
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- MM/DD/YYYY HH:MM [am / pm ] For example: 09/07/2015 8:36am.
- M/D/YY H:MM [am / pm ] For example: 9/7/15 10:14pm

+ Calendar - (Calendaricon) Click the calendar icon to the right of the Time field and select a date
to restrict the view results to that date.

Time: | September 20. 2016 11:58pm | [=]

<

+ Time line - Click and drag to another point on a timeline to select a time frame of at least 30
minutes.

« Last: Hour /| Day [ Week / Month - Click an option (Hour, Day, Week, or Month) to restrict the
view results to that time frame.

Last: Hour Day

¥ Week Month

Mode

The Timeline mode determines how the timeline interprets time frame selections, and how automatic
updatesarereflected in the current view and on the Dashboard. There are two mode options, Relative
(selected time frame)and Absolute (selected time frame), where selected time frame is the time frame
specified in the Time field.

To change the Timeline mode, select either Relative or Absolute from the Mode drop-down menu at
the top far right corner of the Timeline.

Relative Mode

If you select Relative mode, the Timeline treats the time frame specified for Time as a time relative
to now. If you save the view and open it later, the information represented in the view will be relative
to the time that the view was opened. If you have enabled automatic updates and a statistics update
is detected, the view is updated relative to the latest time recorded in the database.

The currently specified time frame is shown in parenthesis as part of the Relative menu option. For
example, if you selected Last: Day as the time frame, the Relative option displays as Relative (1 day
ago - 1 minute from now).
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Absolute Mode

If you select Absolute mode, the Timeline treats the time frame specified for Time: as absolute (static)
points in time. The view will always represent the selected time, even if you save the view and open
it at a later time, or if you enable automatic updates. The currently specified time frame is shown in
parenthesis as part of the Absolute menu option, using the following format:

Absolute (start_date start_time-end_date end_time)

For example, if you selected Last: Day as the time frame, and the current date and time are 9/7 4:43
PM, the Absolute option displays as Absolute (9/6 4:43 PM - 9/7 4:43 PM).

User accounts

May 5, 2021

You can view a list of all local and remote user accounts that have logged into Citrix SD-WAN Center
virtual machine at least once. Remote user accounts are authenticated through RADIUS or TACACS+
authentication servers. You can also add a new local user account to Citrix SD-WAN Center.

Note

If a user-account is available on a remote authentication server but is never used to log on to
Citrix SD-WAN Center, it is not displayed in the Users list.

To view user accounts in the SD-WAN Center web interface, navigate to Administration > User/Au-
thentication Settings.

A list of user accounts appears in the Users section.
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Dashboard Maonitering

Configuration

Reporting

Nitro API

Administration [ User/Authentication Settings

UserfAuthentication Settings

Global Settings
Users +
Database Maintenance Saarch

Storage Maintenance

Name A Type Level Created

Diagnostics admin  Local User  Admin  2019-04-11 08:29:47

root Local User  Guest  2019-04-11 08:30:13

Primary Authentication

RADIUS Authentication

Enable RADIUS Authentication

Secondary Authentication

RADIUS Authentication

Enable Secondary RADIUS Authentication

The following information is displayed:

« Name: The user name.

Modified

2019-04-11 08:29:47

2019-04-11 08:30:13

Last Login Last Active Two-factor Enabled | Write Access to Firewall | Manage
201905-1309:0313  2019-051309:0329  No Yes &
Never Mo Session No Yes £+ ]

@ TACACS+ Authentication @

Enable TACACS* Authentication
@ TACACS+ Authentication @

Enable Secondary TACACS+ Authentication

« Type: The type of user account, it can be one of the following:

- Local: User accounts created and managed locally using the SD-WAN Center interface.
- RADIUS: Remote user accounts authenticated by the RADIUS server.
- TACACS+: Remote user accounts authenticated by the TACACS+ server.

+ Level: The following are three levels of account privilege:

- Admin: Admin account has administrative privileges. It has read-write access to all the

sections.

- Guest: Guest account is a read-only account with access to Dashboard, Reporting, and

Monitoring page.

- Security Admin: A Security Administrator has the read-write access only for the Fire-
wall and security related settings in Config Editor, while having read-only access to the

remaining sections.
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Add Local User L% |

User Name:

User1

Guest
+ Admin ]

Security Admin
[

Confirm Password:

sann

m Cancel J
NOTE

* Only the administrator and security administrator can change or modify the se-
curity feature configuration.

* Security administrator can enable or disable the write access to the firewall for
all user accounts except the super administrator.

Administration / User/Authentication Settings
Users + O]
Name A | Type Level Created Modified Last Login Last Active Two-factor Enabled | Write Access to Firewall  Manage
admin Local User  Admin 2019-04.0507:00:08 2019-04-0507:00.08 2019-05-07 053350 2019-05-07 05:37:21 No Yes o
guest Local User  Guest 2019-04-23 08:42:11  2019-04-2308:4211 20190423 084224  2019-04-23 08:44:59  No Ve —
preetham Local User Security Admin  2019-05-07 05:34:10  2019-05-07 05:34:10  2019-05-07 05:34:54  2019-05-07 05:37:45 No ves || Disable Write Access to Firewall
root Local User  Guest 20190811 06:47:54  2019.04-11 06:47:54  Never No Session No ves el

Primary Authentication

RADIUS Authentication @ TACACS+ Authentication ®

O Enable RADIUS Authentication O Enable TACACS+ Authentication

A notification bar appears to all the users after the security administrator changes the firewall
write permission for any specific user. This notification is shown per user and hence each logged
in user must acknowledge the warning for it to removed.
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Administration / User/authentication settings

£ Firewall “write” permission for user(s) guest has been changed from “Enabled” to "Disabled™.
3

Users + ®
Search
Name A Type Level Created Modified Last Login Last Active Two-factor Enabled Write Access to Firewall Manage
Local User  Guest 2019-05-09 07:50:14  Never Newver Mo Session No Yes f e
admin Local User  Admin 2019-04-05 07:00:08  2019-05-07 05:3849  2019-05-14 05:52:31  2019-05-14 05:52:54  No Nao ﬂ
Buest Local User Guest 2019-04-23 08:42:11 20190514 05:53:08  2019-04-23 08:42:24  2019-04-23 08:44:59 Mo No -n
preetham  Local User Security Admin  2019-05-14 05:50:41  2019-05-14 05:50:41  2019-05-14 05:52:51  2019-05-14 05:53:10 Mo Yes -b
root Local User  Guest 2019-04-11 06:47:54  2019-04-11 06:47:54  Never Mo Session No Yes o

Primary Authentication

RADIUS Authentication @ TACACS+ Authentication @

0 Enable RADIUS Authentication [ Enable TACACS+ Authentication

+ Network Admin: A Network Administrator has read-write permissions to all the sections and
can fully provision a branch except for the firewall and security related settings in the Configu-
ration Editor.

Add Local User L%
User Name:
Guest
Admin
Security Admin
v Network Admin
|
Password:
%k
Confirm Password:
*
Cancel

The hosted firewall node is not available for the network administrator. In this case, the network
administrator must import a new configuration. Both network and security related settings are
maintained by the super administrator (Admin).

The network administrator and security administrator can make changesto the configuration and also
deploy it on the network.

NOTE

The network administrator and security administrator cannot add or delete user accounts. They
can only edit their own account passwords.

« Created: For local user accounts, the date the user account was created. For a remote user
account, the date of the first login session.

+ Modified: For local user accounts, the date the password was last changed. For remote users,
the date of the first login session.
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« Last Login: The date the user last successfully logged in. Atooltip displays the IP Address of the
device used to log in.

« Last Active: The date the last request was made to the server. A tooltip displays the IP Address
of the device used to log in.

+ Manage: Click the gear icon to view a menu containing the following options:

- Set Password: Change Password for the local user account. The current root password
is required to change the root password. You cannot change passwords of remote user
accounts.

- Reset: Remove the workspaces and preferences for this user account.

- Delete: Delete the local user account, workspaces, and preferences from SD-WAN Center.
You cannot delete remote and admin accounts.

- Two-factor Enabled: Enable two-factor authentication for the local and remote user ac-
count. For more information, see two-factor authentication.

+ Write Access to Firewall: Shows the Write Access to Firewall is enabled or disabled.

To add a new local user account to the Citrix SD-WAN Center:

Note

The user accounts created locally on Citrix SD-WAN Center do not have the privilege to edit and
export the network configuration package to the MCN.

1. Click the add icon + next to Users. The Add Local User dialog box appears.

Add Local User E|

Iser Mame:

JohnDoe

Level:

Guest v

Password:

Confirm Password:

#| Enable Two-factor

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 319


https://docs.netscaler.com/en-us/citrix-sd-wan-center/current-release/two-factor-authentication.html

Citrix SD-WAN Center 11.3

2. Enter values for the following parameters:

+ User Name: The user name for the local user account.

+ Level: The account privilege. A guest user account is a read-only account limited to view-
ing dashboard, reports, and statistics. The guest user account does not have the privilege
to edit and export the network configuration package to the MCN.

« Password: The password for the user account.

« Confirm Password: Reenter the password for confirmation.

3. Select Enable Two-factor to enable two-factor authentication for the local user account.

Note

The Enable Two-factor option appears only when the secondary authentication server is

configured.

Configure a secondary authentication server, either RADIUS, or TACAS+ authentication.
Ensure that the user account is configured on the secondary authentication server. For

more information, see Secondary authentication.

4, Click Add. The new user account is created and the account information is added to the Users
table.

Note

Citrix SD-WAN Center can have up to 600 local users.

Diagnostics

May 5, 2021

Citrix SD-WAN Center Diagnostics utilities provide Ping, Traceroute, and Packet Capture feature to
test and investigate connectivity issues on Citrix SD-WAN Center appliance. The diagnostic options in
the Citrix SD-WAN Center dashboard control data collection.

To use the Diagnostics tool, navigate to Administration > Diagnostics.
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Citrix SD-WAN Center R10_2_0_94_

Dashboard Fault Manitoring Configuration Reporting Nitro API

UserjAuthentication Settings
Global Settings Ping
Database Maintenance

Storage Maintenance Ping

(O]

I Diagnostics B.8.8.8 5 50 Ping

Ping

You can ping any management IP address in the SD-WAN Center network using the Ping option.
Administration / Diagnostics / Ping
Ping Traceroute Packet Capture
Ping

8888 5 50 Ping ©)

Provide a valid IP address along with the number of ping counts (amount of times to send the ping
request) and packet size (number of data bytes). Click Stop Ping to stop an ongoing ping search.

Traceroute

Use the Traceroute option to ensure that the IP addresses are reachable. You can traceroute any man-
agement IP address in the network by displaying the route and measuring transit delays of packets.
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ministration / Diagnostics / Traceroute

Traceroute Packet Capture

Trace Route

BHEB Trace Route @

Trace Route to this IP address

Enter a valid management IP address to trace route. Click Trace Route.
NOTE:

The traceroute result display maximum 30 hops.

Packet capture

Use the Packet Capture option to intercept the data packet that is traversing over the selected active
interface present in the selected site.
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S = Hentee Sentsieen Sepee e _

ninistratior Diagnostics | Packet Capture

User/Authentication Settings
Global Settings Ping Traceroute Packet Capture
Database Maintenance

Storage Maintenance Packet Capture

- XMGT || X1 || X2

I Diagnostics

Provide the following inputs for packet capture operation:

+ Region - Select a region that is managed by the SD-WAN Center from the drop-down list.
+ Site - Available sites in the selected region. Select a site from the drop-down list.

« Interface - Active interfaces are available for packet capture in the selected site. Select an inter-
face or add interfaces from the drop-down list. At least select one interface to trigger a packet
capture.

NOTE:

The ability to run packet capture across all the interfaces at once helps to speed up the
troubleshooting task.

+ Duration(seconds) —Duration (in seconds) for how long the data have to be captured.
« Max # of packets to view - Maximum limit of packets to view in the packet capture result.

+ Capture Filter (Optional) - The optional Capture Filter field accepts a filter string that is used
to determine which packets are captured. Packets are compared to the filter string and if the
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comparison result is true, then the packet is captured. If the filter is empty, then all packets are
captured. For more information, see Capture Filters.

Following are some examples of this capture filter:

- Ether proto\ARP - Captures only ARP packets

- Ether proto\IP - Captures only IPv4 packets

- VLAN 100 - Captures only packets with a VLAN of 100\

- Host 10.40.10.20 - Captures only IPv4 packets to or from the host with the address
10.40.10.20

- Net10.40.10.0 Mask 255.255.255.0 - Captures only IPv4 packetsin the 10.40.10.0/24 sub-
net

- IP proto \ TCP - Captures only IPv4/TCP packets

- Port 80 - Captures only IP packets to or from port 80

- Port range 20-30 - Captures only IP packets to or from ports 20 through 30

- Host 10.40.10.20 and Port 80 and TCP - Captures only IP packets to or from TCP port 80
on the host 10.40.10.20

Note:

The maximum capture file size limit is up to 575 MB. Once the packet capture file reaches this

size, packet capturing is stopped.

Click Capture to view the packet capture result.


https://wiki.wireshark.org/CaptureFilters
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