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About Citrix SD‑WANWANOP

March 12, 2021

Citrix SD‑WAN WANOP appliances optimize your WAN links, giving your users maximum responsive‑
ness and throughput at any distance. A Citrix SD‑WAN WANOP appliance is easy to deploy, because
it works transparently. A twenty minute installation accelerates your WAN traffic with no other con‑
figuration required. You do not have to change your applications, servers, clients, or network infra‑
structure. You can, however change them after Citrix SD‑WAN WANOP installation without affecting
traffic acceleration. A Citrix SD‑WAN WANOP appliance needs reconfiguration only when your WAN
links change.

Citrix SD‑WANWANOP appliances support a full range of optimizations, including:

• Multi‑session compression with compression ratios of up to 10,000:1.

• Protocol acceleration for Windows network file systems (CIFS), Virtual Apps (ICA and CGP, in‑
cluding the newmulti‑session ICA standard), Microsoft Outlook (MAPI), and SSL.

• Traffic shaping to ensure that high‑priority and interactive traffic takes precedence over low‑
priority or bulk traffic.

• Advanced TCP protocol acceleration, which reduces delays on congested or high‑latency links.

• Video caching.

How Citrix SD‑WANWANOPworks?

Citrix SD‑WAN WANOP products work in pairs, one at each end of a link, to accelerate traffic over the
link. The transformations done by the sender are reversed by the receiver.

However, one appliance (or virtual appliance) can handle many links, so you do not have to dedicate
a pair to each connection.

An enterprise typically has one Citrix SD‑WAN WANOP appliance per site (larger appliances at larger
sites, smaller ones at smaller sites), though a companywith numerous branch officesmight havemul‑
tiple appliances at its central data center.

A link from a site with a Citrix SD‑WANWANOP appliance to a site that does not have a Citrix
SD‑WANWANOP appliance functions normally, but its traffic is not accelerated.

Citrix SD‑WANWANOP features include robust compression for brisk performance over relatively slow
links, and lossless flow control to deal with congestion. TCP optimizations overcome the main limi‑
tations of problematic links, and application optimization does away with the limitations of applica‑
tions designed for high‑speed, local networks. An autodetection feature makes deployment quick
and easy.
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Citrix SD‑WANWANOP features and benefits

Any time workers spend waiting for their computers to respond is lost time, resulting in lost produc‑
tivity. When users work remotely or use off‑site resources, their productivity depends on the respon‑
siveness of their network connections. Safeguarding the responsiveness of their connections requires
advanced network acceleration.

The Citrix SD‑WAN WANOP product line protects your productivity by providing reliable WAN and In‑
ternet linkperformance througha set ofmultiple, interlockingoptimizations, each reinforcing theoth‑
ers. To providemaximum productivity across your entire enterprise, there are Citrix SD‑WANWANOP
products for every need, from the largest data center though the smallest branch office and even the
individual laptop.

Citrix SD‑WANWANOP provides robust usability even with undersized or degraded links.

Features at a glance:

For more information, see the table

Features and benefits:

The following are some of the key benefits of our Citrix SD‑WANWANOP product line.

Compressionovercomes lowlinkspeeds. Themostobviousproblemwithwide‑areanetwork (WAN)
links and Internet links is their lowbandwidth compared to local‑area networks (LANs). A 1MbpsWAN
has only 1% of the throughput of a 100 Mbps LAN. How do you overcome low link bandwidth? With
compression. A compression ratio of 100:1 enables a 1 Mbps link to transfer data as quickly as a 100
Mbps. This speedup factor is achieved whenever the following criteria are met:

• The compression algorithmmust be able to deliver high compression ratios.

• The compression algorithmmust be very fast (much faster than the link bandwidth, and ideally
as fast as the LAN).

• The LAN segments of the link must have flow control that is independent of the WAN segment,
because the different segments handle data at different rates.

• Multiple compression engines must be used to handle the different needs of different kinds of
traffic. Interactive traffic requires relatively little bandwidth but is very sensitive to delay, while
bulk‑transfers are very sensitive to bandwidth but are insensitive to delay.

TCP protocol acceleration overcomes congestion. Any attempt to send traffic faster than the link
speed results in congestion, which results in many problems caused by high packet losses and high
queuing latency.

Lossless flow control. The TCP/IP protocol has no flow control to slow senders down directly, and
the absence of this necessary control mechanismmakes packet losses and excessive queuing delays
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normal, even onmission‑critical links. (If anything, this problem is gettingworse over time, as papers
on the phenomenon of bufferbloat attest.)

A Citrix SD‑WANWANOP appliance solves this problemby providing the flow control that was omitted
from the TCP/IP protocol. Unlike ordinary quality of service (QoS) solutions, which simply reallocate
packet loss, Citrix SD‑WAN WANOP provides lossless flow control that controls the rate at which the
endpoint senders transmit data, instead of allowing senders to transmit data at any speed they like,
and dropping packets when they send too much. Each sender transmits only as much data as Citrix
SD‑WANWANOP allows it to send, without ever dropping a packet, and this data is placed on the link
at exactly the right rate to keep the link full without overflowing. By eliminating excess data, Citrix SD‑
WAN WANOP is not forced to discard it. Without Citrix SD‑WAN WANOP, the dropped packets have to
be sent again, causing unnecessary delays. Lossless flow control also eliminates delays caused by ex‑
cessivebuffering. Lossless flowcontrol is thekey tomaximumresponsivenessonabusy link, enabling
a link that was once congested to the point of unusability at 40% utilization to remain productive and
responsive at 95% utilization.

Eliminating distance‑based unfairness. Links with high latency or packet losses are difficult to use
at full bandwidth, especially with ordinary TCP variants such as TCP Reno. The consequences are
excessive delays and difficulty in getting the bandwidth that you are paying for. The longer the link
distance, the worse the problem becomes.

Citrix SD‑WAN WANOP TCP protocol acceleration minimizes these effects, allowing intercontinental
and even satellite links to run at full speed.

Traffic shaping manages bandwidth automatically. On the output side, a fair‑queuing‑like
algorithm ensures that each connection is independently queued and given its fair share of
the link bandwidth. Traffic‑shaping policies allow different services to be given higher or lower
precedence.Application Optimizations Overcome Design Limitations

Applications and protocols designed for use on local‑area networks are notorious for poor perfor‑
mance over wide‑area networks, because the designers did not consider the effects of long speed‑
of‑light delays on their protocols. For example, a simple Windows file system (CIFS) operation can
take up to 50 round trips asmessages pass back and forth across the network. In awide‑area network
with a 100 ms round‑trip time, 50 round trips cause a delay of five seconds.

Although speed‑of‑light delays are a fundamental limitation, application optimizations can perform
the same operations in a smaller number of round‑trips, usually through speculative operations.
Where the original application would issue one command at a time and wait for it to complete
before issuing the next one, it is often perfectly safe to issue a series of commands without waiting.
In addition, data transfers can be accelerated through a combination of pre‑fetching, read‑ahead,
and write‑behind operations. By packing as many operations as possible into a single round trip,
performance can be increased tenfold or more.

Citrix SD‑WAN WANOP optimizations are especially effective on CIFS/SMB (the Windows file system),
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MAPI (the Outlook/Exchange protocol), and HTTP.

Multiple optimizations enhance Virtual Apps/Virtual Desktops (Citrix HDX) performance. Be‑
cause Citrix SD‑WAN WANOP appliances are Citrix products, they are especially effective at acceler‑
ating Citrix protocols, such as Citrix Virtual Apps and Desktops. Every aspect of Citrix SD‑WANWANOP
acceleration comes into play with these protocols to make the remote user experience as productive
as possible.

Citrix SD‑WAN WANOP appliances negotiate session options with Citrix Virtual Apps and Desktops
servers. This allows the Citrix SD‑WANWANOP appliance to apply the following enhancements:

• It replaces the server’s native compression with higher‑performance Citrix SD‑WAN WANOP
compression.

• It bases the connection’s traffic‑shaping priority on the priority bits embedded in every Citrix
Virtual Apps andDesktops connection. This allows the priority of the connection to vary accord‑
ing to the type of traffic. For example, interactive tasks are high‑priority tasks and print jobs are
low‑priority tasks.

• It gathers and reports statistics based on the Virtual Apps or Virtual Desktops applications being
used.

• It maintains the end‑to‑end encryption of the original connection.

Auto detection for minimal configuration. Because the solution is double‑ended, requiring that a
Citrix SD‑WAN WANOP product be present at both ends of the link, deployment would seem to im‑
pose a burden on remote offices, especially ones without dedicated IT staff. However, Citrix SD‑WAN
WANOP is designed to be very easy to install and maintain. A typical installation takes about twenty
minutes. The only parameters needed are the usual network parameters (such as IP address and sub‑
net mask), the address of a Citrix license server, and the send and receive speed of the link.

Requiring only a minimal level of configuration is possible because of autodetection, through which
a Citrix SD‑WANWANOP determines which connections can be accelerated (and which cannot), with‑
out any manual configuration. A Citrix SD‑WAN WANOP at the other end of the link is automatically
detected, and the connection is then accelerated. You can add Citrix SD‑WAN WANOP appliances to
your network in an ad hoc fashion. You do not even have to inform the existing appliances of the
arrival of a new one. They discover it for themselves.

A Citrix SD‑WANWANOP uses TCP header options to report its presence and to negotiate acceleration
parameters with the remote Citrix SD‑WAN WANOP because TCP header options are part of the TCP
standard, this method works very well, except in cases where firewalls are programmed to reject all
but the most common options. Such firewalls exist, but they can be configured to allow the options
used by Citrix SD‑WANWANOP to pass through.

Citrix SD‑WANWANOP operations are transparent to both the sender and receiver. The other devices
in your network are not aware that Citrix SD‑WANWANOP

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 10
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exists. They continue working just as they did before Citrix SD‑WAN WANOP installation. This trans‑
parency also eliminates any need to install special software on your servers or clients in order to ben‑
efit from Citrix SD‑WANWANOP acceleration. Everything works transparently.

Product line capabilities:

Every product in the Citrix SD‑WAN WANOP product line provides basic Citrix SD‑WAN WANOP accel‑
eration features. Most models have additional features as well, such as:

• Video caching

• Multiple accelerated bridges with Ethernet bypass feature

• Monitoring andmanagement through the GUI, CLI, SNMP, AppFlow, and Citrix ADM.

Different Citrix SD‑WAN WANOP products have different capabilities. Products that support higher
WANbandwidths also supportmore users and typically havemore resources: more power CPU,more
memory, larger disk, andmore accelerated bridges.

The capabilities of products that run on your own hardware, such as the Citrix SD‑WANWANOP Plug‑
in and Citrix SD‑WAN WANOP VPX, depend on the speed of the hardware and the amount of system
resources that you dedicate to acceleration.

For up‑to‑date specifications, see the Citrix SD‑WAN Product Data Sheet.

Citrix SD‑WANWANOP architecture

Citrix SD‑WANWANOP appliances accelerate the traffic over youWAN links. To accelerate a WAN, you
need at least two Citrix SD‑WANWANOP appliances, one for each site you wish to accelerate.

The sender‑side Citrix SD‑WAN WANOP appliance applies a series of optimizations and transforma‑
tions to your traffic, such as compression and encryption. Many operations require that the receiver‑
side Citrix SD‑WAN WANOP perform an inverse operation, such as decompression or decryption, to
restore the traffic to its original state.

Thus, most optimizations require that the traffic pass through two Citrix SD‑WANWANOP appliances.
Some optimizations are single‑ended, and are performed by the local appliance acting alone. These
optimizations include traffic shaping and video caching.

Citrix SD‑WANWANOPappliances are largely transparent to the network. The appliance itself appears
to be a bridge, not a router, gateway, or proxy. This invisibility allows the appliance to be installed
without configuring any other hardware. The appliance optimizations are also transparent, detected
only by the partner appliance at the other end of the link.

Citrix SD‑WAN WANOP appliances can be added to the network at will, because their auto‑detection
and auto‑negotiation features ensure that a new appliance on the network is immediately detected
by other appliances, and acceleration begins at once.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 11
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Although thediagramabove showsanetworkwith just twoappliances, a singleCitrix SD‑WANWANOP
appliance can communicate with any number of partner sites. Point‑to‑point, hub‑and‑spoke, and
mesh networks are all supported.

In addition to stand‑alone appliances, Citrix SD‑WAN WANOP acceleration products include virtual
machines (the Citrix SD‑WANWANOP VPX series) and an installable acceleration service for Windows
systems (the Citrix SD‑WANWANOP Plug‑in).

What accelerationmeans

In Citrix SD‑WAN WANOP terminology, “acceleration”is the reduction of transaction time, which re‑
duces the time users spend waiting. Because the time that users spend waiting represents a direct
productivity loss, acceleration’s main benefit is increased productivity.

In network traffic, a transaction ranges from very small—a single byte of data in a telnet or SSH termi‑
nal session—to very large, as with FTP transfers, which often exceed a gigabyte in size. A practical ac‑
celerator has to accelerate the entire range of transaction sizes, from interactive traffic to bulk traffic,
giving the best performance and user experience across the board. Citrix SD‑WANWANOP technology
achieves this in a variety of ways.

How acceleration works: The pipeline

To see how the Citrix SD‑WANWANOP appliance works, take a close look at the diagram of the traffic‑
flow pipeline. As you can see, there are two pipelines:

1. The sending pipeline, which accelerates data entering the WAN from the local LAN.

2. The receiving pipeline, which accelerates data exiting the WAN and entering the local LAN.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 12
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Send pipeline

To understand the appliance, consider the sending pipeline one unit at a time.

1. Input buffer. Packets from the LAN are received by the appliance. Because non‑TCP/IP traffic is
optimized only by the traffic shaper, non‑TCP packets are diverted directly to the traffic shaper.
The TCP/IP traffic (called TCP traffic from now on) traverses the rest of the pipeline.

2. Video Cache. If the TCP traffic matches the settings for the video cache, the request is handed
off to the video cache unit.

3. LAN‑side auto‑detection. Other than traffic shaping, sender‑side optimizations require that
there be a remote appliance as well as the local appliance. Any connections that don’t pass
through a remote appliance are diverted to the traffic shaper. This action is performed by the
LAN‑side auto‑detection logic. The actual test for a remote appliance is done by the WAN‑side
auto‑detection unit.

4. LAN‑side flow control.Citrix SD‑WAN WANOP acts as a transparent TCP proxy, receiving and ac‑
knowledging packets from the endpoint sender on behalf of the endpoint receiver. This allows
the appliance to accept large amounts of data from the local sender very quickly, at full LAN
speeds, regardless of how slowly traffic is moving over the WAN. (Normal TCP uses end‑to‑end
speed control, which is not agile enough to allow maximum performance.) In addition, Citrix
SD‑WAN WANOP flow control is lossless, meaning that the local sender never sees a dropped
packet, increasing reliability and efficiency.

5. Application engines.Citrix SD‑WAN WANOP performs specific optimizations for several proto‑
cols, including:

• Citrix Virtual Apps and Desktops, using the ICA and CGP protocols.

• Windows Filesystem (CIFS, including the SMB1 and SMB2 versions)

• Outlook/Exchange (MAPI)

These optimizations reduce transaction time. This is done through rewriting, combining,
and reordering commands, using read‑ahead andwrite‑behind, using a knowledge of the
protocol for more advanced traffic shaping, and compression hinting.

6. Compression engine. Compression makes the transactions smaller, reducing the time it takes
to transfer the data over the link. The Citrix SD‑WAN WANOP compressor uses multiple com‑
pression algorithms, some very efficient for small transactions, some optimized for bulk trans‑
actions, and some formidsize transactions. Compression ratios of 10,000:1 are readily achieved
by the Citrix SD‑WANWANOP compressor. The compressor is very fast, allowing high compres‑
sion ratios to be maintained at full WAN speeds. With Citrix SD‑WAN WANOP processing, a file
that compresses at a 100:1 ratio can easily be sent over a 1Mbps linkwith an overall throughput
of 100 Mbps.
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7. Security engine. Some Citrix SD‑WAN WANOP features require that the two appliances enter
a secure peer relationship with each other, and with the origin server. The security engine
authenticates this peer relationship and encrypts the accelerated data connections between
them. A secure peer relationship allows the use of SSL compression and the acceleration of en‑
crypted Virtual Apps/Virtual Desktops (ICA/CGP), Windows Filesystem (CIFS), and Outlook/Ex‑
change (MAPI) traffic.

8. WAN‑side flow control and auto‑detection. The WAN link is where traffic slowdowns occur, and
if the link is congested, packets are lost and must be retransmitted. Retransmitting packets
always causes a significant delay, sometimes lasting more one second. The WAN‑side flow‑
control unit uses advanced retransmission elements and an advanced TCP/IP protocol for max‑
imum performance in both “clean”and “troubled”links. The auto‑detection unit identifies the
presence of a partner Citrix SD‑WAN WANOP unit on a connection‑by‑connection basis, which
prevents optimizations frombeing usedwhere they are notwanted, and allows newappliances
to be detected by the existing ones as soon as they are added to the network. Auto‑detection
uses options in theTCPheader field. This is normally transparent butmight beblockedby some
firewalls, which need to be reconfigured.

9. Application classifier. This unit examines all the traffic flowing through Citrix SD‑WAN WANOP
and identifies which application or protocol it belongs to. This information is used in reporting
and by the traffic shaper.

10. Traffic shaper. To avoid congestion, excessive queuing, and other sources of avoidable delays,
the traffic shaper injects traffic onto theWAN at slightly less than theWAN’s data rate, to ensure
that theWAN isnever overrun. Aweighted fair queuingalgorithm isused toensure that all traffic
gets its fair share of the link bandwidth. Traffic‑shaping policies allow different traffic types to
receive different weights, so that some traffic gets more bandwidth than others.

Receive pipeline

The pipeline in the receiving direction is similar to the sending direction, except that instead of en‑
crypting, it decrypts, and instead of compressing, we have decompresses. Also, note that there is
a traffic shaper in the receiving direction as well, applying traffic‑shaping policies to incoming WAN
traffic, so that both directions are regulated.

Auto‑detection and packet‑level transformation

Theauto‑detectionalgorithm inserts TCPheaderoptions toannounce thepresenceof aCitrix SD‑WAN
WANOP appliance and to facilitate negotiation. These options are in the range of 24‑31. The following
packet‑level transformations are used:
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• On the initial packet of the connection (the SYN packet), the sending appliance attaches header
options identifying itself as a Citrix SD‑WAN WANOP appliance, and also declaring other capa‑
bilities, such as compression. This is called a “tagged SYN packet.”

• Upon receiving a tagged SYN packet, the receiving appliance attaches header options to the
SYN‑ACK packet, identifying itself in turn and announcing its capabilities.

• Once the sending appliance receives the tagged SYN‑ACK packet, the connection can be accel‑
erated according to whatever capabilities are shared by both appliances. For example, the con‑
nection is compressed if both appliances declared support for compression.

• The TCP initial sequence numbers (ISNs) in both directions are altered by adding 2,000,000,000
to the original values. This is a precaution that prevents the connection from continuing if one
appliance fails or has a routing change that prevents it from seeing all the traffic in the connec‑
tion. Once a connection is accelerated, it must remain accelerated throughout its lifetime.

• The MSS value is reduced, typically to 1380 bytes, to ensure that each packet has room for the
inserted Citrix SD‑WANWANOP TCP header options.

• The IP addresses and port numbers of the connection remain unchanged.

Pre‑acknowledgement

The SYN and SYN‑ACK packets flow from end to end:

• The SYNpacket flows from the endpoint client, through the client‑side appliance, over theWAN,
through the server‑side appliance, and finally to the server.

• The SYN‑ACK packet flows from the server, though the server‑side appliance, over the WAN,
through the client‑side appliance, and finally to the client.

The same is true for the final packets of the connection, the FIN, FIN‑ACK, and RST packets.

Other packets, however, are pre‑acknowledged. For example, when the server‑side appliance re‑
ceives a packet from the server, it acknowledges it over the LAN right away, and buffers it for eventual
transmission over the WAN. This allows the server‑side appliance’s buffers to be filled very quickly,
so it always has plenty of data to use for compression and other optimizations. (This is very different
from normal TCP operation, where all acknowledgements come from the opposite side of the WAN,
making acknowledgement very slow, and forcing every segment of the connection to move no faster
than the slowest segment, greatly reducing the effectiveness of acceleration.)

Move traffic into and out of the appliance

Citrix SD‑WAN WANOP appliances have a number of “forwarding modes.”A forwarding mode is a
method of getting traffic into and out of the appliance. The most common is inline mode, where the
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Citrix SD‑WAN WANOP appears to be a bridge device. Packets entering on one bridge port appear to
exit the other one. Of course, Citrix SD‑WAN WANOP transforms data in a variety of ways, so in many
cases the packet exiting the second port is not identical to the one that entered the first port, but that
is how it appears to the rest of the network.

Where inline mode is not practical, several other methods are available, most notably WCCP mode.
These are “one‑arm”modes, using a single interface cable.

Tip

You can manage and monitor your Citrix SD‑WANWANOP appliances using Citrix ADM, for more
information, see Managing Citrix SD‑WAN instances using Citrix ADM.

Get started with Citrix SD‑WANWANOP

March 12, 2021

Deploying Citrix SD‑WAN WANOP appliances successfully is not difficult, but improper deployments
can cause problems and provide inadequate acceleration. Be sure to select applianceswith sufficient
capacity for the links that you want them to accelerate. Product selection is also one of the factors to
consider when deciding how best to fit the appliances into your topology.

The most basic deployment criteria are:

• All packets in the TCP connectionmust pass through a supported combination of two accelera‑
tion units (Citrix SD‑WANWANOP appliances or Plug‑ins).

• Traffic must pass through the two acceleration units in both directions.

When these criteria are met, acceleration is automatic.

Acceleration Enhances Performance when Traffic Passes through Two Appliances

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 16
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For sites with only one WAN network, these criteria can be met by placing the Citrix SD‑WANWANOP
appliance inline with the WAN. In more complex sites, other options are available. Some, such as
WCCP support, are available on all models. Others are available on certain models only. Therefore,
the needs of a more complex site might limit your choice of appliances.

When evaluating your options, consider the importance of keeping various segments of your network
up and running in the event that a device fails or has to be disabled. For inline deployments, Citrix rec‑
ommends an Ethernet bypass card. This card, which is optional on Citrix SD‑WANWANOP appliances,
has a relay that closes if the appliance fails, allowing packets to pass through even if power is lost or
removed.

Redundancy is a consideration for all types of deployments. Citrix SD‑WAN WANOP appliances offer
different types of redundancy:

• SD‑WANWANOP 4000/5000 appliances have dual power supplies.

• SD‑WANWANOP 4000/5000 appliances have redundant disk drives.

• Appliances can be used in high‑availability mode (two redundant appliances with automatic
failover). This mode is supported on all models.

Note

For more information on Citrix SD‑WANWANOP appliances and deployment modes, see the SD‑
WANWANOP platform documentation.

Select an appliance based on capacity

March 12, 2021
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Forproper operation, yourCitrix SD‑WANWANOPappliancemust haveadequate resources to support
the number of WAN links that you want to accelerate, and to support all of the users of those links.
Three capacities are important when selecting a Citrix SD‑WANWANOP
appliance: link capacity (bandwidth), user capacity, and disk capacity.

Link capacity

When selecting a Citrix SD‑WAN WANOP appliance, the most important factor is that it support your
WAN links. If your site has a singleWAN link, your appliance should support your link speed. For exam‑
ple, a Citrix SD‑WAN WANOP 2000‑010 can supports links of up to 10 Mbps, which would be suitable
for an 8 Mbps link but not a 12 Mbps link. If your site has multiple links that are to be accelerated
by a single appliance, the appliance should support the total speed of all these WAN links added to‑
gether.

The maximum supported speed is determined by a combination of the appliance hardware and the
product license. The licensed bandwidth limit is the maximum link speed that is supported by the
license.

Product LicensedWAN BWRange

Current Products

SD‑WANWANOP Plug‑in N/A

SD‑WANWANOP 400 2‑6 Mbps

SD‑WANWANOP 800 2‑10 Mbps

SD‑WANWANOP 2000 , 2000WS 10‑50 Mbps

SD‑WANWANOP 3000 5 0‑155

SD‑WANWANOP 4000 310‑1,000 Mbps

SD‑WANWANOP 5000 1,500‑2,000 Mbps

SD‑WANWANOP VPX 1‑45 Mbps

Table 1. Licensed Bandwidth Limits by Product Line

Virtual Apps/Virtual Desktops user capacity

Each appliance is rated for amaximumnumber ofXenAppor Virtual Desktops users. This value should
not be exceeded when your deployment uses Virtual Apps or Virtual Desktops. If you are not using
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Virtual Apps or Virtual Desktops, consider this number a rough guide to the number of users of other
applications.

Product MaximumUsers

SD‑WANWANOP Plug‑in 1

SD‑WANWANOP 400 10‑30

SD‑WANWANOP 800 20‑100

SD‑WANWANOP 2000 , 2000WS 100‑300

SD‑WANWANOP 3000 300‑500

SD‑WANWANOP VPX 20‑350

SD‑WANWANOP 4000 750‑2,500

SD‑WANWANOP 5000 3,500‑5,000

Table 2. Virtual Apps/Virtual Desktops User Capacity

Disk size

Disk space is usedmostly for compression history, andmoredisk space results in greater compression
performance.

The SD‑WAN WANOP 4000/5000 series offers from1.8 TB to2.4 TB of disk capacity. That compares
to 2.1 TB for the SD‑WAN WANOP 3000, 470 GB for the SD‑WAN WANOP 2000, 80 GB for the SD‑WAN
WANOP 800, and 40 GB for the SD‑WAN WANOP 400. SD‑WAN WANOP VPX has a disk capacity of 100‑
500 GB. Ideally, an appliance should have a disk capacity larger than the cycle time of the link’s data.
For example, a link carryingmostly daily update traffic should have 24 hours of disk capacity ormore.
Witha link carryingmostly user sessions, thiswindowcanbe smaller. (A 1Mbps link can transfer about
10 GB per day at full speed.)

Table 3. Examples of Data Lifetime for Disk Sizes

Appliance Model
Link Speed‑1
Mbps

Link Speed‑10
Mbps

Link Speed‑100
Mbps

Link Speed‑1000
Mbps

Data lifetime at
33% link
utilization

SD‑WANWANOP
800

23 days 2.3 days NA NA
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Appliance Model
Link Speed‑1
Mbps

Link Speed‑10
Mbps

Link Speed‑100
Mbps

Link Speed‑1000
Mbps

SD‑WANWANOP
2000, 2000WS

141 days 14 days NA NA

SD‑WANWANOP
5000

717 days 72 days 7.2 days 17 hours

Data lifetime at
100% link
utilization

SD‑WANWANOP
800

8 days 19 hours NA NA

SD‑WANWANOP
2000, 2000WS

47 days 4.7 days NA NA

SD‑WANWANOP
5000

239 days 24 days 2.4 days 6 hours

Select the deploymentmode based on datacenter topology

March 12, 2021

The appliance can be placed in line with your WAN link. The appliance uses two bridged Ethernet
ports for inlinemode. Packets enter one Ethernet port and exit through the other. Thismode puts the
appliance between yourWAN router and your LAN. For the rest of the network, it is as if the appliance
were not there at all. Its operation is completely transparent.

Inline mode has the following advantages over the other deployment modes:

• Maximum performance.

• Very easy configuration, using only the Quick Installation page.

• No reconfiguration of your other network equipment.

Other modes (WCCP, virtual inline, redirector) are less convenient to set up, generally requiring that
you reconfigure your router, and they have somewhat lower performance.

A basic deployment consideration is whether your site has a single WAN router or multiple WAN
routers. You also have to think about which features can be used in which modes. A requirement to
support VPNs affects the placement of the appliance in your network.
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Access Gateway appliances support Citrix SD‑WAN WANOP TCP optimizations, enabling accelerated
VPN connections when Citrix SD‑WANWANOP appliances are deployed with Access Gateway.

Overview of deploymentmodes

The appliance can be deployed in the following modes:

Forwardingmodes

• Inlinemode—Highest‑performance,most transparentmode. Data flows in on one accelerated
Ethernet port and out on the other. Requires no router reconfiguration of any kind.

• Inline with dual bridges—Same as inline, but with two independent accelerated bridges.

• WCCP mode—Recommended when inline mode is not practical. Supported by most routers.
Requires only three lines of router configuration. To use WCCP mode on a Cisco router, the
router should be running at least IOS version 12.0(11)S or 12.1(3)T. (WCCP stands forWeb Cache
Communications Protocol, but the protocol was greatly expandedwith version 2.0 to support a
wide variety of network devices.)

• Virtual Inline mode—Similar to WCCP mode. Uses policy based routing. Generally requires a
dedicated LAN port on the router. Not recommended on units without an Ethernet bypass card.
To use virtual inline mode on a Cisco router, the router should be running IOS version 12.3(4)T
or later.

• Group mode—Used with two or more inline appliances, one per link, within a site. Recom‑
mended only whenmultiple bridges, WCCP, and virtual inline modes are all impractical.

• High‑availabilitymode—Transparently combines two inline or virtual inline appliances into a
primary/secondary pair. The primary appliance handles all the traffic. If it fails, the secondary
appliance takes over. Requires no router configuration. Requires an appliancewith an Ethernet
bypass card.

• Transparent Mode—The recommended mode for communication with the Citrix SD‑WAN
WANOP Plug‑in. In transparent mode, the Plug‑in initiates connections in essentially the same
way as the Citrix SD‑WAN WANOP appliance, keeping the original IP address and port number
of the connection and adding Citrix SD‑WAN WANOP options to the TCP/IP headers of selected
packets. By contrast, in redirector mode (not recommended), the Plug‑in alters the destination
IP and port numbers of the packets to match the signaling IP (and port) of the appliance.

• Redirector mode (not recommended)—Used by the Citrix SD‑WANWANOP Plug‑in to forward
traffic to the appliance. Can be used as a stand‑alone mode or combined with one of the other
deployments. Requires no router configuration.
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Accelerationmodes

• Softboost mode—A high‑performance TCP variant that is recommended for most links. Al‑
though it provides less performance than hardboostmode, it works with any deployment. Acts
like normal TCP, but faster.

• Hardboost mode—A highly aggressive, bandwidth‑limited TCP variant useful for high‑speed
links, intercontinental links, satellite links, and other fixed‑speed links for which achieving full
link speed is difficult. Recommended for fixed‑speed, point‑to‑point links where traffic shaping
is not required.

Note

For more information on Citrix SD‑WAN WANOP appliances and deployment modes, see
the Citrix SD‑WANWANOP platform documentation.

Sites with oneWAN router

March 12, 2021

Fora sitewithonlyoneWANrouter, themain issue indeployment is toallow theCitrix SD‑WANWANOP
appliance to work in harmony with the router. The following figure shows the recommended deploy‑
ment modes for a single router. Compare it to your router cabling to find the best mode for your
environment.

Recommended Deployment Modes, Based on WAN Router Topology

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 22

https://docs.citrix.com/en-us/netscaler-sd-wan-hardware-platforms/wanop.html


Citrix SD‑WANWANOP 11.1

Comments about the recommended deployment modes:

1. Single LAN, SingleWAN: Inlinemode. The router has a single active LAN interface and a single
active WAN interface. The recommendedmode for this case is inline mode, which provides the
simplest installation, the most features, and the highest performance of any mode.

2. Single LAN, Redundant WANs: Inlinemode. Inline mode is best for this configuration as well.

3. Single LAN, Multiple WANs: Inline or WCCP. This topology falls into two categories: hub‑and‑
spoke or multihop. In a hub‑and‑spoke deployment, connections are mostly between a spoke
site and the hub site. In a multihop deployment, many connections are between two spoke
sites, with the data passing through the hub site. A singlemultihop connection can thus involve
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as many as three appliances, depending on the details of where the hub site’s appliance is po‑
sitioned in the traffic flow.

For proper traffic shaping inmultihopdeployments, allWAN traffic on the hub site’sWAN router
must also pass through the appliance, instead of being passed by the router directly between
WAN interfaces. In this case, WCCP is the preferred mode. If the deployment is hub‑and‑spoke,
with most traffic terminating on the hub site, an inline deployment is preferable.

4. Dual LANs, single WAN: Inline (with dual bridges) or WCCP. This mode is supported by dual
accelerated bridges, WCCPmode, or virtual inline mode.

5. Multiple LANs, multiple WANs: Inline (dual bridges) or WCCP. This is similar to Case C, but
complicated by the presence of multiple LAN interfaces as well as multiple WANs. WCCP can
always be used here. In the two‑LAN case, an appliance with dual bridges can also be used in
inline mode.

For more information, see the table

Sites withmultiple WAN routers

March 12, 2021

More than one WAN router at the same site raises the possibility of asymmetric routing. Normally, IP
networks are not affected by what path the packets take, so long as they arrive at their destination.
However, the appliance relies on seeing every packet in the connection. “End‑around”packets are
not acceptable.

In a sitewith only oneWAN router, asymmetric routing is not a problem, because the appliance canbe
placed in the path between the router and the rest of the site, so that traffic into or out of the router
also passes through the appliance. But with two WAN routers, asymmetric routing can become an
issue.

Asymmetric routing problems can appear during installation or later, as a result of failover to a sec‑
ondary link, or other forms of dynamic routing and load balancing. The following figure shows an ex‑
ample sites thatmight suffer from asymmetric routing. If sites C and D always use the direct path, C‑D
or D‑C, when sending traffic to each other, everything is fine. However, packets that take the longer
path, C‑E‑D or D‑E‑C, bypass the appliances, causing new connections to be unaccelerated and exist‑
ing connections to hang.

Asymmetric Routing
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Asymmetric routing canbeaddressedby router configuration, applianceplacement, or appliance con‑
figuration.

If the router is configured to ensure that all packets of a given connection always pass through the
appliance in both directions, there is no asymmetry.

If the appliance is positioned after the point where all the WAN streams are combined, asymmetry is
avoided, and all traffic is accelerated, as shown in the following figure.

Avoiding Asymmetric Routing through Proper Placement of the Appliance

Configuring the appliance to use one of the following asymmetry‑resistant forwarding modes can
eliminate the problem:

• Multiple Bridges. An appliance with two accelerated bridges, or accelerated pairs, (for exam‑
ple, apA and apB), allows two links to be accelerated in inline mode. The two links can be fully
independent, load‑balanced, or primary/backup links.

• WCCP mode allows a single appliance to be shared between multiple WAN routers, allowing it
to handle all the WAN traffic regardless of which link it arrives on.
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• Virtual inlinemode allows a single appliance to be shared betweenmultipleWAN routers, allow‑
ing it to handle all the WAN traffic regardless of which link it arrives on.

• Groupmode allows two ormore inline appliances to share traffic with each other, ensuring that
traffic that arrives on the wrong link is handed off properly. Because groupmode requires mul‑
tiple appliances, it is an expensive solution that is best suited to installations where the acceler‑
ated links have wide physical separation, making the other alternatives difficult. For example,
if the two WAN links are on different offices in the same city (but the campuses are connected
by a LAN‑speed link), groupmodemight be the only choice.

Eliminating Asymmetric Routing by Using Group Mode or Virtual Inline Mode

Note

One end of the link can use virtual inline mode while the other end uses group mode. The two
ends of a link do not have to use the same forwarding mode.

Sites with Only One WAN Link Cannot Have Asymmetric Routing Problems
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Appliance failure handled in various deploymentmodes

March 12, 2021

Citrix SD‑WAN WANOP appliances have safeguards against loss of connectivity in case of software,
hardware, and power failures. These safeguards are mode‑dependent.

In inlinemode, appliancesmaintain network continuity in the event of hardware, software, or power
failure. If present, the bypass relay in the appliance closes if power is lost or some other failure occurs.
Inline appliances without a bypass card usually block traffic in the event of a serious failure, but they
continue to forward traffic under some conditions, namely, when the network stack is running but the
acceleration software has been disabled or has shut itself down because of persistent errors.

Existing accelerated connections usually become unresponsive after a failure and are eventually ter‑
minated by the application or the network stack at one of the end points. Some accelerated connec‑
tions might continue as unaccelerated connections after the failure. New connections run in unaccel‑
eratedmode.

When the appliance comes back online, existing connections continue as unaccelerated connections.
New connections are accelerated.

InWCCPmode, the router bypasses an appliance that stops responding, and reopens the connection
when the appliance begins responding again. The WCCP protocol has integral health‑checking.

If the “verify‑availability”option is usedwith virtual inlinemode, the router behaves like it does with
WCCP mode, bypassing the appliance when it is not available and reconnecting when it is. If “verify‑
availability”is not used, all packets forwarded to the appliance are dropped if the appliance is not
available.

Ingroupmode, an appliance canbe configured to fail “open”(bridging disabled) or “closed”(bridging
or bypass relay enabled).

In high availability mode, if one HA appliance fails, the other takes over automatically. The appli‑
ances’bypass cards are disabled in HA mode, so if the HA appliances are in inline mode and both
appliances fail, connectivity is lost.

In redirectormode, the Citrix SD‑WANWANOP Plug‑in performs health checking on redirector‑mode
appliances and bypasses unresponsive appliances, sending traffic directly to endpoint servers
instead.

Supportedmode and featurematrix

March 12, 2021
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In general, all modes are simultaneously active. However, some combinations should not be used
together, as shown in the following table.

Supported
Combi‑
nations,
Units
WITH
Ethernet
Bypass
Cards

Config. Inline Virtual
Inline

WCCP‑
GRE

WCCP‑ L2 Multiple
Bridges

High
Avail.

Group
Mode

Citrix
SD‑WAN
WANOP
Plug‑in

Y Y Y Y Y Y N

Inline Y N N N Y Y Y

Virtual
Inline

Y Y Y Y Y N

WCCP‑
GRE

Y Y Y Y N

WCCP‑ L2 Y Y Y N

Multiple
Bridges

Y Y N

High
Avail.

Y Y

Supported
Combi‑
nations,
Units
WITH‑
OUT
Ethernet
Bypass
Cards
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Supported
Combi‑
nations,
Units
WITH
Ethernet
Bypass
Cards

Config. Inline Virtual
Inline

WCCP‑
GRE

WCCP‑ L2 Multiple
Bridges

High
Avail.

Group
Mode

Citrix
SD‑WAN
WANOP
Plug‑in

N N N N N N N

Inline Y N N N N N N

Virtual
Inline

Y Y Y N N N

WCCP‑
GRE

Y Y N N N

WCCP‑ L2 Y N N N

Multiple
Bridges

N N Y

High
Avail.

N N

Y = Yes, supported. N = Not supported.

Configure Citrix SD‑WANWANOP plug‑in with Access Gateway VPNs

March 12, 2021

The Access Gateway Standard Edition VPN supports Citrix SD‑WAN WANOP Plug‑in acceleration, pro‑
vided that a Citrix SD‑WANWANOP appliance is deployed with the Access Gateway appliance and the
Access Gateway appliance is configured to support it.
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For Citrix SD‑WAN WANOP Plug‑in support with other VPNs, see your VPN documentation or contact
your Citrix representative.

To configureCitrix SD‑WANWANOPsupport, use theAccessGatewayadministration tool, as follows:

1. On the Global Cluster Policies page, under Advanced Options, select the Enable TCP optimiza‑
tion with Citrix SD‑WANWANOP Plug‑in check box.

2. Make sure that the IP addresses used by the Citrix SD‑WAN WANOP (redirector IP and manage‑
ment IP) have access enabled in the Network Resources section on the Access Policy Manager
page.

3. For each of these addresses, enable all protocols (TCP, UDP, ICMP) and enable Preserve TCP
Options.

4. Make sure that these same addresses are included under User Groups: Default: Network Poli‑
cies on the Access Policy Manager page.

VPN support options

VPN support is simply a matter of putting the appliance on the LAN side of the VPN, as shown in the
following figure. This placement ensures that the appliance receives and transmits the decapsulated,
decrypted, plain‑text version of the link traffic, allowing compression and application acceleration to
work. (Application acceleration and compression have no effect on encrypted traffic. However, TCP
protocol acceleration works on encrypted traffic.)

VPN Cabling for an Inline VPN

The following figure shows one option for accelerating one‑arm VPNs. The appliance is on the server
side of the VPN. All VPN traffic with a local destination is accelerated. VPN traffic with a remote desti‑
nation is not accelerated. Non‑VPN traffic can also be accelerated.

One‑Arm VPN Acceleration, Option A
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The following figure shows another option for accelerating one‑arm VPNs. The appliance is on the
server side of the VPN. All VPN traffic with a local destination is accelerated. VPN traffic with a remote
destination is not accelerated. Non‑VPN traffic can also be accelerated.

One‑Arm VPN Acceleration, Option B

Important

For acceleration to be effective, the VPNmust preserve TCP header options. Most VPNs do so.

Deploy SD‑WANWANOP VPX onMicrosoft Azure

March 12, 2021

Citrix SD‑WANWANOP Edition is now available in the Azure marketplace, enabling WAN optimization
between enterprise datacenter/branch and Azure cloud. Since L2 mode support is not available on
cloud infrastructures, you cannot deploy Citrix SD‑WAN WANOP as a standalone VPX in Azure Cloud.
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However, you can deploy Citrix SD‑WAN WANOP VPX along with Citrix ADC VPX in Azure cloud infra‑
structure. The Citrix ADC uses cloud connector to create an IPsec tunnel, while the Citrix SD‑WAN
WANOP VPX accelerates the connections, providing LAN‑like performance for applications.

Citrix SD‑WANWANOP in Azure cloud topology

The topology diagram shows a Citrix SD‑WAN 4000/5000 deployed in the data center or branch
premises. You could also deploy Citrix SD‑WANWANOP and Citrix ADC appliance in two‑box mode or
it could both be VPX. On the Azure cloud VNET, the Citrix SD‑WANWANOP VPX is deployed in one‑arm
(PBR) mode with the Citrix ADC VPX.

Deployment overview

To deploy SD‑WANWANOP on Microsoft Azure:

1. Deploy a Citrix ADC VPX instance on the Azure cloud. For more information, see Deploy a Citrix
ADCVPX instanceonMicrosoftAzure. Configure four network interfaces in fourdifferent subnets
and enable IP forwarding on all the network interfaces. The four network interfaces are used as:

• Management interface
• WAN side interface, for IPsec tunnel
• LAN side interface, to connect to the server
• WANOP communication interface, to communicatewith the Citrix SD‑WANWANOP VPX on
the Azure cloud.

2. Deploy a Citrix SD‑WANWANOP VPX on Azure cloud. Formore information, see the deployment
procedure below.

Note: Enable IP forwarding on WANOP interface.

3. Configure an IPsec tunnel between the on‑premise appliance and the Citrix ADC VPX on Azure
cloud, using the public IP address of Citrix ADC WAN interface. For more information on config‑
uring IP tunnels see, IP Tunnels.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 32

https://docs.citrix.com/en-us/netscaler/12-1/deploying-vpx/deploy-vpx-on-azure.html
https://docs.citrix.com/en-us/netscaler/12-1/deploying-vpx/deploy-vpx-on-azure.html
https://docs.citrix.com/en-us/netscaler/12-1/networking/ip-addressing/configuring-ip-tunnels.html


Citrix SD‑WANWANOP 11.1

4. Configure Citrix ADC VPX to redirect the packets to Citrix SD‑WAN WANOP VPX. Use the private
IP address of WANOP communication interface and create a load balancing virtual server. For
more information, see Create a load balancing virtual server.

5. Configure the following route tables on Azure:

• Route table forWANOP facing interface onCitrix ADC VPX –Route table entries should have
source and destination address as client and server subnets respectively. The Citrix ADC
VPX’s WANOP facing interface IP address is the next hop.

• Route table for Citrix SD‑WAN WANOP interface ‑ Route table entries should have source
and destination address as client and server subnets respectively. The Citrix SD‑WAN
WANOP interface IP address is the next hop.

In the above example, when the source tries to access an application on the cloud destination, the
packets flow through the established IPsec tunnel. At the Azure cloud VNET end, the Citrix ADC VPX
receives the packets, decrypts, and forwards it to the Citrix SD‑WAN WANOP VPX. The Citrix SD‑WAN
WANOP VPX processes the packets, optimizes it, and sends it back to Citrix ADC VPX. The Citrix ADC
VPX sends the packet to the destination. On the return path, the Citrix ADC VPX forwards the packets
to Citrix SD‑WAN WANOP VPX for optimization. The optimized packets are transmitted back to the
source through the established IPsec tunnel.

Deploy Citrix SD‑WANWANOP VPX onMicrosoft Azure

To deploy Citrix SD‑WANWANOP VPX on Microsoft Azure:

1. In Microsoft Azure, navigate to Home >Marketplace > Networking, search for Citrix SD‑WAN
WANOP and install it.

2. On theCitrix SD‑WANWANOPpage, from thedrop‑down list selectResourceManagerandclick
Create. The Create Citrix SD‑WANWANOptimization page appears.

3. In the Basics section, select the subscription type, resource group, and location. Click OK.

Note:

You can choose to create a resource group. A resource group is a container that holds re‑
lated resources for an Azure solution. The resource group can include all the resources for
the solution, or only those resources that you want to manage as a group.
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4. In the Administrator section, enter the name and credentials for the Citrix SD‑WAN WANOP
virtual machine. ClickOK.
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5. In the Citrix SD‑WAN WANOP settings section, configure the setting for the Citrix SD‑WAN
WANOP VPX as per your requirements. ClickOK.
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6. The configuration that you provided in previous steps is validated and applied. If you have con‑
figured correctly, the validation passedmessage appears. ClickOK.
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7. After successful deployment, navigate to Virtual Networks to view the Citrix SD‑WAN WANOP
VPX. You can further configure the virtual machine parameters using the settings option.

SD‑WANWANOP upgrading procedure

March 12, 2021

This section provides information about downloading and upgrading the Citrix SD‑WAN WAN Opti‑
mization (WANOP) software packages.
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Note:

Beforeyoudownload the software, youmustobtainand register aCitrix SD‑WANsoftware license.
For information, see Licensing.

Download the software packages

To download the Citrix SD‑WAN WANOP software packages, go to the URL; product downloads. In‑
structions for downloading the software are provided on this site.

To download the Citrix SD‑WANWANOP software package:

1. Log on to citrix.comwith your credentials.

2. Go to Downloads page and select the product (Citrix SD‑WAN) from the drop‑down list.

3. Expand the Citrix SD‑WANWANOP edition and select the required software release.

4. The following download options are available. Download the required software.

• Download .upgupgrade file forSD‑WANWANOP400/800/1000/1000WS/2000/2000WS/3000/4000/4100/5000/5100
appliances.

• Download .bin upgrade file for SD‑WANWANOP VPX appliances.

Formore information on the SD‑WANWANOP supported platforms, see SD‑WANplatformmodels and
software packages.

Upgrade procedure

Perform the following procedure to update software:

1. Navigate to Configuration >Maintenance > SystemAdministration > clickUpdate Software.
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2. Click Browse to provide the ctx‑sdw‑wo‑10.2.X.upg file. ClickOK.

You can see the uploading status bar.

3. When amessage announces that the upload was successful, click Install.

4. The appliance performs the upgrade, which takes 10–40 mins based on the platform model.
It displays a series of status messages, starting with Preparing to upgrade and ending with
Upgrade completed Successfully.

5. ClickOK to display the updated user interface.

Initial Configuration

March 12, 2021

After checking the connections, you are ready to deploy the SD‑WAN appliances on the network.

The appliance shipped from Citrix has default IP addresses configured on it. To deploy the appliance
on the network, you must configure the appropriate IP addresses on the appliance to accelerate the
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network traffic.

Initial configuration consists of the following tasks:

• Identify the prerequisites for the initial configuration.
• Record various values required in the initial configuration procedure.
• Configure the appliance by connecting it to the Ethernet port.
• Assign management IP address through the serial console.

By default, the initial configuration deploys the appliance in inline mode.

Prerequisites

March 12, 2021

TodeployaCitrix SD‑WAN4100or 5100appliance, youmust complete the followingprerequisite setup
before configuring the appliance.

Software versions

This document covers release of the SD‑WAN software. See the release notes for the recommended
versions of the NetScaler software corresponding to the desired release of the SD‑WAN software.
Never use any versions other than those recommended for SD‑WAN 4100 and 5100 appliances.

License File

The number of accelerator appliances depend on the hardware platform and the type of license you
apply to the appliance. The following list displays the number of accelerators that gets provisioned
automatically by the Configuration Wizard:

• Model 310: Two
• Model 500: Three
• Models 1000 and 1500: Six
• Model 2000: Eight

Before you start provisioning the appliance, Citrix recommends that youhave the license filewith you,
as it is required early in the configuration process To download a license file, complete the procedure
described in the My Account All Licensing Tools ‑ User Guide.
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Installing the hardware

After you receive the hardware appliance from Citrix, you need to install it in the network. To install
the SD‑WAN 4100/5100 appliance hardware, follow the installation procedure at Installing the Hard‑
ware.

Deployment Worksheet

March 12, 2021

Note

Use this worksheet only when provisioning a factory‑reset appliance with the release 9.3 config‑
uration wizard. If you are simply upgrading a previously configured system to release 9.3, your
appliance retains its previous configuration, which will be different.

The appliance uses at least two ports: the management port (typically 0/1) and the traffic port (such
as 10/1). Inlinemode uses traffic ports in pairs, such as ports 10/1 and 10/2. Portsmust be selected in
advance, because the configuration depends on their identity.

The appliance uses three subnets directly: the management subnet, the external traffic subnet, and
the internal traffic subnet. Multiple IP addresses are used on each subnet. Each subnetmust be spec‑
ified along with the correct subnet mask.

The following figure is a worksheet for these parameters. It supports inline and WCCP modes, with
and without high availability. The table below the figure describes what each entry means.

Table 1.Deployment worksheet parameters

Parameter Example Your Value Description

Management
Subnet
M2. Gateway IP

address
10.199.79.254 Default gateway

serving the
management
subnet.

M3. Subnet Mask 255.255.255.128 Subnet mask for
the management
subnet.
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Parameter Example Your Value Description

M4. Xen Hypervisor IP
address

10.199.79.225 IP address of Xen
Hypervisor.

M5. Service VM IP
address

10.199.79.226 IP address of
Management
Service VM, which
controls
configuration.

M6. Accelerator UI 10.199.79.227 Accelerator GUI,
also called the
Broker UI, which
manages the
instances as a
unit.

M7. NetScaler
Management IP
address

10.199.79.245 IP address of the
NetScaler
instance’s GUI
and CLI
interfaces.

External Traffic
Subnet
T1. Router IP address 172.17.17.1 IP address of

router on external
traffic subnet.

T2. Subnet Mask 255.255.255.0 Subnet mask of
external traffic
subnet.

T3. NetScaler IP
address

172.17.17.2 NetScaler IP
address on
external traffic
subnet.

T4. External
Signaling IP
address

172.17.17.10 Traffic to this IP
address is
load‑balanced
between the
signaling IP
addresses of the
accelerators.
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Parameter Example Your Value Description

T5. External WCCP IP
address #1

172.17.17.11 Maps through
NAT to WCCP VIP
on accelerator #1.

T6. External WCCP IP
address #2

172.17.17.12 Maps through
NAT to WCCP VIP
on accelerator #2.

T7. Local LAN
Subnets

10.200.0.0/16 The local LAN
subnet to be
accelerated. This
is the only subnet
that receives
acceleration.

T8. GRE Router Host
ID

NA WCCP‑GRE only.
Host ID of GRE
router.

T9. Traffic Port 10/1 Port used for
accelerated
traffic.

T10+. (Inline) more
Traffic Port

Other traffic port
in pair.

T11, T12 (WCCP) Service
Groups: TCP, UDP

71, 72 Service groups
used by
accelerator #1 for
WCCP. First is for
TCP traffic,
second is for UDP.

T13, T14 (Not used)

T15, T16 (Inline) Ports
used by link #2

10/5, 10/6 If multiple links
are used with
inline mode,
these ports are
used for link #2.

T17, T18 (Inline) Ports
used by link #3

10/7, 10/8 If multiple links
are used with
inline mode,
these ports are
used for link #3.
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Parameter Example Your Value Description

VLAN1.1, VLAN1.2,
VLAN1.3, VLAN1.4

External VLANs
for Bridge #1

412 When VLAN
trunking is used,
these are tagged
VLANs crossing
bridge #1.

VLAN2.1, VLAN2.2,
VLAN2.3, VLAN2.4

When VLAN
trunking is used,
these are tagged
VLANs crossing
bridge #2.

VLAN3.1, VLAN3.2,
VLAN3.3, VLAN3.4

External VLANs
for Bridge #1

When VLAN
trunking is used,
these are tagged
VLANs crossing
bridge #3.

Configuring the Appliance

March 12, 2021

Before you start configuring the appliance, you must change the IP address of the management ser‑
vice to the one in your management network, so that you can access the appliance over the network.
You can change the management IP address by connecting a computer to the appliance through ei‑
ther the Ethernet port or the serial console.

Assigning a Management IP Address through the Ethernet Port

March 12, 2021

Use the following procedure for initial configuration of every SD‑WAN 1000 or 2000 appliance with
Windows Server. The procedure accomplishes the following tasks:

• Configure the appliance for use on your site.
• Install the Citrix license.
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• Enable acceleration.
• Enable traffic shaping (inline mode only).

With inlinedeployments, this configurationmight be all youneed, becausemost acceleration features
are enabled by default and require no additional configuration.

If you want to configure the appliance by connecting it to the computer through the serial console,
assign the management service IP address from your Worksheet by completing the Assigning a Man‑
agement IP Address through the Serial Console procedure, and then run steps 4 through 15 of the
following procedure.

Note:

You must have physical access to the appliance.

To configure the appliance by connecting a computer to the SD‑WAN appliance’s
Ethernet port 0/1

1. Set the Ethernet port address of a computer (or other browser‑equipped device with an
Ethernet port), to 192.168.100.50, with a network mask of 255.255.0.0. On a Windows device,
this is done by changing the Internet Protocol Version 4 properties of the LAN connection, as
shown below. You can leave the gateway and DNS server fields blank.

2. Using an Ethernet cable, connect this computer to the port labeled PRI on the SD‑WAN appli‑
ance.

3. Switchon theappliance. Using thewebbrowser on the computer, access theappliancebyusing
the default management service IP address, which is http://192.168.100.1.

4. On the login page, use the following default credentials to log on to the appliance:

• Username: nsroot
• Password: nsroot

1. Start the configuration wizard by clicking Get Started.
2. On the Platform Configuration page, enter respective values from your worksheet, as shown

in the following example:

3. Click Done. A screen showing the Installation in Progress…message appears. This process
takes approximately 2 to 5 minutes, depending on your network speed.

4. A Redirecting to newmanagement IP message appears.
5. ClickOK.
6. Unplug your computer from the Ethernet port and connect the port to your management net‑

work.
7. Reset the IP address of your computer to its previous setting.
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8. From a computer on the management network, log on to the appliance by entering the new
management service IP address, such as https://<Managemnt_IP_Address>, in a web
browser.

9. To continue the configuration, accept the certificate andcontinue. Theoption to continuevaries
according to the web browser you are using.

10. Log on to the appliance by using the nsroot user name and the password from your worksheet.
11. To complete the configuration process, see Provisioning the Appliance.

Assigning a Management IP Address through the Serial Port

March 12, 2021

If you do not want to change the settings of your computer, you can configure the appliance by con‑
necting it to your computer with a serial null modem cable. You must have physical access to the
appliance.

To configure the appliance through the serial console

1. Connect a serial null modem cable to the appliance’s console port.
2. Connect the other end of the cable to the serial COM port of a computer running a terminal

emulator, such as Microsoft HyperTerminal, with settings 9600,N,8,1, p.
3. In theHyperTerminaloutput, pressEnter. The terminal screendisplays the logonprompt. Note:

You might have to press Enter two or three times, depending on the terminal program you are
using.

4. At the logon prompt, log on to the appliance with the following default credentials:

• Username: nsroot
• Password: nsroot

1. At the $ prompt, run the following command to switch to the shell prompt of the appliance:
$ ssh 169.254.0.10

2. Enter Yes to continue connecting to the management service.
3. Log on to the shell prompt of the appliance with the following default credentials:

Password: nsroot.
4. At the logon prompt, run the following command to open the Management Service Initial Net‑

work Address Configuration menu: # networkconfig
5. Type 1 and press Enter to select option 1, and specify a new management IP address for the

management service.
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6. Type 2 and press Enter to select option 2, and specify a new management IP address for the
Citrix Hypervisor.

7. Type 3 and press Enter to select option 3, and specify the network mask for the IP addresses.
8. Type 4 and press Enter to select option 4, and specify the default gateway for themanagement

service IP address.
9. Type 8 and press Enter to save the settings and exit.

10. Access the SD‑WAN appliance by entering the new management service IP address of the ap‑
pliance, such as https://<Management_Service_IP_Address>, in a web browser of
a computer on the management network.

11. Tocontinue the configuration, accept the certificate andcontinue. Theoption to continuevaries
according to the web browser you are using.

12. To complete the configuration process, see Provisioning the Appliance.

Provisioning the Appliance

March 12, 2021

After assigning an IP address to themanagement service, you are ready toprovision theNetScaler and
accelerator instances. When you log on to the appliance, the configuration wizard appears.

When using the configuration wizard, keep the following points in mind:

• The following procedure assumes that you have already filled out the configuration worksheet.
• If you change the IP addresses of the Management Network, or change the default gateway to
an address not on the Management Network, you lose connectivity to the appliance unless you
are on the same Ethernet segment as the management port.

• When using the configuration wizard, check your entries carefully. The wizard has no Back but‑
ton. If you need tomodify the previous screen, use theBack button on your browser. This takes
you to the logon page, then to the previous screen.

• The configurationwizard is displayed only when you log on to the appliance for the first time to
configure the appliance. After you finish configuring the appliance, this wizard becomes inac‑
cessible, and will reappear only after a factory reset. Check your entries carefully.

This wizard walks you through a fresh configuration of the appliance.

Note:

If you receive a #SESS_CORRUPTED error at any time during these procedures, click
Logout, clear your browser cache, close your browser, and open it again.

To configure the appliance by using the configuration wizard:
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1. On the Welcome page, click Get Started.

Note:

All pages after theGet Startedpagehaveaheading that says, “DeploymentMode: Inline/L2
Mode,”but this wizard is used for all deployment modes.

2. Follow these steps to configure a fully 7.3‑compliant system:

• Acquire the following release 7.3 software distributions from the release 7.3 downloads
page on My Citrix:
– Management service (as a .tgz file)
– NetScaler VM (as an.xva file)
– Accelerator VM (as an.xva file)
– Upgrade bundle (as a.upg) file

• Navigate to the System > Configuration > Management Service \ > Software Images
page, and then selectUpload from the Action list.

• Upload a release 7.3 Management Service image (distributed as a .tgz file).
• Navigate to theSystem>Configuration >NetScaler \ > Software Imagespage, and then
upload a release 7.3 NetScaler XVA image.

• Navigate to the System > Configuration > SD‑WAN \ > Software Images page, and then
upload the accelerator XVA image.

• Navigate to the System > Configuration \ > Management Service page, and then click
theUpgrade Management Service link.

• Select the management service image that you recently uploaded and clickOK.
• When the lower left‑hand corner of the screen displays “Management Service Updated
Successfully,”log off and clear your browser cache. Log on after the management service
restarts (a fewminutes).

• On theWelcome screen, click Get Started.

3. For Management Access Settings, specify values for the various fields according to the network
settings. The following screenshot displays sample values used in this documentation. Enter
values as follows:

• Citrix Hypervisor IP Address—(Item M4 on your worksheet, or H4 if this is the second
appliance in a high availability pair.) Themanagement address of the built‑in Citrix Hyper‑
visor hypervisor. This must be a valid address on the management network.

• Management Service IP Address—(Item M5 on your worksheet, or H5 if this is the sec‑
ond appliance in a high availability pair). The address of the Management Service VM that
you use to perform most systemmanagement tasks. This must be a valid address on the
management network.

• Netmask—(ItemM3 on your worksheet). The subnet mask of the management network.
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• Gateway—(Item M2 on your worksheet). The default gateway for the management net‑
work.

• DNS Server—The IP address of the DNS server. This is a mandatory parameter.

• NTP Server—IP or FQDN address of your time server. This will be used by all the virtual
machines in the appliance. > Note that if you use advanced CIFS or MAPI acceleration,
the system time of the appliance must be close to that of the Windows domain server, so
choose an NTP server that maintains a close relationship to the time on your Windows
domain server.

Note:

Unless the NTP server is specified as an IP address, it is not used by the accelerator.

• Time Zone—Select your time zone from the pull‑downmenu.

• Change Password—Select this check box and type in a new nsroot password, two times,
to change the password. This same password is used on themanagement service and the
NetScaler instance for account nsroot, and on the accelerator for the admin account. If
the password is not changed, it remains set to nsroot (the default).
Figure 1.Sample Values for the Fields in Management Access Settings Page of the Configu‑
ration

4. Check your settings and click Continue.

5. In theManage Licenses section, see if an appropriate license is already listed in theName field.
If so, select it and skip to step 8.

6. ClickUpload in theUpdate Licenses section.

7. Navigate to the folder that contains the license file and open the file.

8. Click Add License and upload the license file provided by Citrix. The license is added to the ap‑
pliance, as shown in the following figure.
Figure 2. Sample License Added to the Appliance on the Manage License Files Page of the Con‑
figuration Wizard

You can also get a license file from the Citrix.com website by clicking the here link and using
your My Citrix credentials.

9. Select the license in the Name field and click Continue. The SD‑WAN Setup page appears. Fill
in the fields as follows:

a) Network Settings—This section informs the accelerators of the management network.
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• SD‑WAN Accelerator IP Address—Enter the value of M6 from your worksheet. This
is the IP address of the accelerator

• NetScaler IP Address—Enter the value of M7 from your worksheet. This is the IP ad‑
dress of the NetScaler GUI.

• Use System Netmask and Gateway—Select this option if you want to use the net‑
workmask and gateway IP addresses you had specified in the PlatformConfiguration
page.

• Netmask—Enter the value of M3 from your worksheet. This is the subnet mask (net‑
mask) of themanagement network (note that you have entered this already, on a pre‑
vious page).

• Gateway—Enter the value of M2 from your worksheet again.
• Signaling IPAddress—Enter the valueof T4 fromyourworksheet. This is theexternal
signaling IP address of the accelerator, used by SD‑WAN Plug‑ins to connect to the
appliance.

• Signaling Netmask—Enter the value of T2 from your worksheet. This is the subnet
mask (netmask) of the external traffic network.

b) XVA Files—This section allows you to specify previously uploaded XVA files (Xen virtual
machines) for the NetScaler and accelerator instances. Select the XVA images that you
uploaded as part of step 2.
Figure 3. SD‑WAN Setup Page

10. Click Continue. The wizard starts provisioning the required instances, as shown in the follow‑
ing figure.
Figure 4. Provisioning Progress Indicator

11. After the instances are provisioned, add one of your local LAN subnets to the Link Configu‑
ration section from list T7 in your worksheet, as shown in the following figure. This subnet is
added as a local LAN subnet in the accelerator. If you have more than one LAN subnet, you
can add them to the LAN link definition in the Accelerator GUI after the configuration wizard
completes. Click Add to add the subnet.
Figure 5. Link Configuration Is at the Bottom of This Page

12. Log off, and then log back on. If you see a “Version Incompatibility Detected”message, install
the upgrade bundle you downloaded in Step 2.

Basic configuration is complete. Next, perform deployment‑mode‑specific configuration (such as for
WCCPmode).
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Note:

After the wizard completes, the appliance is configured for the basic setup. To configure the ap‑
pliance for a specific deployment scenario, see
Deployment Modes.

Deployment Modes

March 12, 2021

A SD‑WAN appliance acts as a virtual gateway. It is neither a TCP endpoint nor a router. Like any gate‑
way, its job is to buffer incoming packets and put them onto the outgoing link at the right speed. This
packet forwarding can be done in different ways, such as inlinemode, virtual inlinemode, andWCCP
mode. Although these methods are calledmodes, you do not have to disable one forwarding mode
to enable another. If your deployment supports more than one mode, the mode that the appliance
uses is determined automatically by the Ethernet and IP format of each packet.

Because the appliance supports different forwarding modes and different kinds of non‑forwarded
connections, it needs away of distinguishing one kind of traffic from another. It does so by examining
the destination IP address and destination Ethernet address (MAC address), as shown in table below.
For example, in inline mode, the appliance is acting as a bridge. Unlike other traffic, bridged packets
are addressed toa systembeyond theappliance, not to theappliance itself. Theaddress fields contain
neither the appliance’s IP address nor the appliance’s Ethernet MAC address.

In addition to pure forwarding modes, the appliance has to account for additional types of connec‑
tions, including management connections to the GUI and the heartbeat signal that passes between
members of a high‑availability pair. For completeness, these additional traffic modes are also listed
in table below.

Table 1. How Ethernet and IP Addresses Determine the Mode

Destination IP Address Destination Ethernet Address Mode

Not appliance Not appliance Inline or Pass‑through

Not appliance Appliance Virtual Inline or L2 WCCP

Appliance Appliance Direct (UI access)

Appliance (VIP) Appliance High‑Availability. Proxy mode
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Destination IP Address Destination Ethernet Address Mode

Appliance (WCCP GRE Packet) Appliance WCCP GRE Mode

Appliance (Signaling IP) Appliance Signaling Connection (SD‑WAN
plugin Signaling Connection
(SD‑WAN plugin, Secure Peer)
or Redirector Mode Connection
(SD‑WAN plugin)

All modes can be active simultaneously. The mode used for a given packet is determined by the Eth‑
ernet and IP headers.

The forwarding modes are:

• Inline mode, in which the appliance transparently accelerates traffic flowing between its two
Ethernetports. In thismode, theapplianceappears (to the restof thenetwork) tobeanEthernet
bridge. Inline mode is recommended, because it requires the least configuration.

• WCCPmode,which uses the WCCP v. 2.0 protocol to communicate with the router. This mode
is easy to configure on most routers. WCCP has two variants: WCCP‑GRE and WCCP‑L2. WCCP‑
GRE encapsulates the WCCP traffic within generic routing encapsulation (GRE) tunnels. WCCP‑
L2 uses un‑encapsulated network Layer 2 (Ethernet) transport.

• Virtual inline mode, in which a router sends WAN traffic to the appliance and the appliance
returns it to the router. In thismode, the appliance appears to be a router, but it uses no routing
tables. It sends the return traffic to the real router. Virtual inline mode is recommended when
inline mode and high‑speed WCCP operation are not practical.

• Group mode, which allows two appliances to operate together to accelerate a pair of widely
separated WAN links.

• High availabilitymode,which allows to appliances to operate as an active/standby high avail‑
ability pair. If the primary appliance fails, the secondary appliance takes over.

Additional traffic types are listed here for completeness:

• Pass‑through traffic refers to any traffic that the appliance does not attempt to accelerate. It
is a traffic category, not a forwarding mode.

• Direct access, where the appliance acts as an ordinary server or client. The GUI and CLI are
examples of direct access, using the HTTP, HTTPS, SSH, or SFTP protocols. Direct access traffic
can also include the NTP and SNMP protocols.

• Appliance‑to‑appliance communication, which can include signaling connections (used in se‑
cure peering and by the SD‑WANplugin), VRRP heartbeats (used in high‑availabilitymode), and
encrypted GRE tunnels (used by groupmode).
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• Deprecatedmodes. Proxymodeand redirectormodeare legacy forwardingmodes that should
not be used in new installations.

SD‑WAN 4100/5100 appliances have two recommended deployment modes: WCCP and inline. These
modes are commonly used without high availability (high availability), and less commonly with high
availability.

Currently, Citrix recommendsWCCPmode, with a single router andwithout high availability, formost
deployments. Use inline mode when WCCP is not available.

Although not all of the following modes are recommended currently, they are all supported:

• WCCPmode with a single router
• WCCPmode with a single router and high availability
• Cascade of two or more appliances in WCCPmode along with a NetScaler MPX Appliance
• Cascade of twoormore appliances inWCCPmode alongwith aNetScalerMPXAppliance in high
availability

• Inline mode
• Inline mode in high availability
• Virtual inline mode
• Virtual inline mode in high availability

Note

Whilemodes other thanWCCP and inline are supported, they are incompletely documented and
are not recommended for typical installations. Please contact your Citrix representative when
considering one of these modes.

Customizing the Ethernet ports

March 12, 2021

A typical appliance has four Ethernet ports: two accelerated bridged ports, called accelerated pair A
(apA.1 and apA.2), with a bypass (fail‑to‑wire) relay, and twounacceleratedmotherboard ports, called
Primary and Aux1. The bridged ports provide acceleration, while the motherboard ports are some‑
times used for secondary purposes. Most installations use only the bridged ports.

Some SD‑WAN units have only the motherboard ports. In this case, the two motherboard ports are
bridged.

Theappliance’s user interface canbeaccessedbyaVLANornon‑VLANnetwork. YoucanassignaVLAN
to any of the appliance’s bridged ports or motherboard ports for management purposes.

Figure 1. Ethernet Ports
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Port List

The ports are named as follows:

Ethernet Port Name

Motherboard port 1 Primary (or apA.1 if no bypass card is present)

Motherboard port 2 Auxiliary1 or Aux1 (or apA.2 if no bypass card is
present)

Bridge #1 Accelerated Pair A (apA, with ports apA.1 and
apA.2)

Bridge #2 Accelerated Pair B (apB, with ports apB.1 and
apB.2)

Table 1. Ethernet Port Names

Port Parameters

March 12, 2021

Each bridge andmotherboard port can be:

• Enabled or disabled
• Assigned an IP address and subnet mask
• Assigned a default gateway
• Assigned to a VLAN
• Set to 1000 Mbps, 100 Mbps, or 10 Mbps
• Set to full duplex, half‑duplex, or auto (on SD‑WAN WANOP 4000/5000 appliances, some ports
can be set to 10 Gbps)

All of these parameters except the speed/duplex setting are set on the Configuration: IP Address page.
The speed/duplex settings are set on the Configuration: Interface page.

Notes about parameters:

• Disabled ports do not respond to any traffic.
• The browser‑based UI can be enabled or disabled independently on all ports.
• To secure the UI on ports with IP addresses, select HTTPS instead of HTTP on the Configuration:
Administrator Interface: Web Access page.
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• Inlinemodeworks even if a bridge has no IP address. All othermodes require that an IP address
be assigned to the port.

• Traffic is not routedbetween interfaces. For example, a connectiononbridgeapAdoesnot cross
over to the Primary or Aux1 ports, but remains on bridge apA. All routing issues are left to your
routers.

Accelerated Bridges (apA and apB)

March 12, 2021

Every appliance has at least one pair of Ethernet ports that function as an accelerated bridge, called
apA (for accelerated pair A). A bridge can act in inline mode, functioning as a transparent bridge, as if
it were an Ethernet switch. Packets flow in one port and out the other. Bridges can also act in one arm
mode, in which packets flow in one port and back out the same port.

An appliance that has a bypass card maintains network continuity if a bridge or appliance malfunc‑
tions.

Some units have more than one accelerated pair, and these additional accelerated pairs are named
apB, apC, and so on.

Bypass Card

If the appliance loses power or fails in some other way, an internal relay closes and the two bridged
ports are electrically connected. This connectionmaintains network continuity butmakes the bridge
ports inaccessible. Therefore you might want to use one of the motherboard ports for management
access.

Caution: Do not enable the Primary port if it is not connected to your network. Otherwise, you cannot
access the appliance, as explained in Ethernet Bypass and Link‑Down Propagation

Bypass cards are standard on somemodels and optional on others. Citrix recommends that you pur‑
chase appliances with bypass cards for all inline deployments.

The bypass feature is wired as if a cross‑over cable connected the two ports, which is the correct be‑
havior in properly wired installations.

Important: Bypass installationsmustbe tested ‑ Improper cablingmightwork innormaloperationbut
not in bypassmode. The Ethernet ports are tolerant of improper cabling and often silently adjust to it.
Bypass mode is hard‑wired and has no such adaptability. Test inline installations with the appliance
turned off to verify that the cabling is correct for bypass mode.
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Using Multiple Bridges

If the appliance is equippedwith twoacceleratedbridges, they canbe used to accelerate twodifferent
links. These links can either be fully independent or they can be redundant links connecting to the
same site. Redundant links can be either load‑balanced or used as a main link and a failover link.

Figure 1. Using dual bridges

When it is time for the appliance to send a packet for a given connection, the packet is sent over the
same bridge from which the appliance received the most recent input packet for that connection.
Thus, the appliance honors whatever link decisions are made by the router, and automatically tracks
the prevailing load‑balancing ormain‑link/failover‑link algorithm in real time. For non‑load‑balanced
links, the latter algorithm also ensures that packets always use the correct bridge.

WCCP and Virtual Inline Modes

Multiple bridges are supported in both WCCP mode and virtual inline mode. Usage is the same as in
the single‑bridge case, except that WCCP has the additional limitation that all traffic for a givenWCCP
service groupmust arrive on the same bridge.

High Availability with Multiple Bridges

Two units with multiple bridges can be used in a high‑availability pair. Simply match up the bridges
so that all links pass through both appliances.

Motherboard Ports

March 12, 2021

Although the Ethernet ports on a bypass card are inaccessible when the bypass relay is closed, the
motherboard ports remain active. You can sometimes access a failed appliance through the mother‑
board ports if the bridged ports are inaccessible.

The Primary Port

If the Primary port is enabled and has an IP address assigned to it, the appliance uses that IP address
to identify itself to other acceleration units. This address is used internally for a variety of purposes,
and is most visible to users as the Partner Unit field on the Monitoring: Optimization: Connections
page. If no motherboard port is enabled, the appliance uses the IP address of Accelerated Pair A.
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The Primary port is used for:

• Administration through the web based UI
• A back channel for groupmode
• A back channel for high‑availability mode

The Aux1 Port

The Aux1 port is identical to the Primary port. If the Aux1 port is enabled and the Primary port is not,
the appliance takes its identity from the Aux1 port’s IP address. If both are enabled, the Primary port’
s IP address is the unit’s identity

VLAN Support

March 12, 2021

Avirtual local areanetwork (VLAN)usespart of theEthernet header to indicatewhich virtual networka
given Ethernet frame belongs to. SD‑WAN appliances support VLAN trunking in all forwardingmodes
(inline, WCCP, virtual inline, and group mode). Traffic with any combination of VLAN tags is handled
and accelerated correctly.

For example, if one traffic stream passing through the accelerated bridge is addressed to 10.0.0.1,
VLAN 100, and another is addressed to 10.0.0.1, VLAN 111, the appliance knows that these are two
distinct destinations, even though the two VLANs have the same IP address.

You can assign a VLAN to all, some, or none of the appliance’s ethernet ports. If a VLAN is assigned
to a port, the management interfaces (GUI and CLI) listen only to traffic on that VLAN. If no VLAN is
assigned, the management interfaces listen only to traffic without a VLAN. This selection is made on
the Configuration: Appliance Settings: Network Adapters: IP Addresses tab.

Customizing the Ethernet ports

March 12, 2021

A typical appliance has four Ethernet ports: two accelerated bridged ports, called accelerated pair A
(apA.1 and apA.2), with a bypass (fail‑to‑wire) relay, and twounacceleratedmotherboard ports, called
Primary and Aux1. The bridged ports provide acceleration, while the motherboard ports are some‑
times used for secondary purposes. Most installations use only the bridged ports.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 57



Citrix SD‑WANWANOP 11.1

Some SD‑WAN units have only the motherboard ports. In this case, the two motherboard ports are
bridged.

Theappliance’s user interface canbeaccessedbyaVLANornon‑VLANnetwork. YoucanassignaVLAN
to any of the appliance’s bridged ports or motherboard ports for management purposes.

Figure 1. Ethernet Ports

Port List

The ports are named as follows:

Ethernet Port Name

Motherboard port 1 Primary (or apA.1 if no bypass card is present)

Motherboard port 2 Auxiliary1 or Aux1 (or apA.2 if no bypass card is
present)

Bridge #1 Accelerated Pair A (apA, with ports apA.1 and
apA.2)

Bridge #2 Accelerated Pair B (apB, with ports apB.1 and
apB.2)

Table 1. Ethernet Port Names

Ethernet Bypass and Link‑Down Propagation

March 12, 2021

Note: Link‑Down propagation was added to the SD‑WAN (formerly SD‑WAN) 1000, 2000, 3000, 4000,
and 5000 appliances with the 7.2.1 release.

Most appliancemodels include a “fail‑to‑wire”(Ethernet bypass) feature for inlinemode. If power fails,
a relay closes and the input and output ports become electrically connected, allowing the Ethernet
signal to pass through from one port to the other as if the appliance were not there. In fail‑to‑wire
mode, the appliance looks like a cross‑over cable connecting the two ports.

Any failure of the appliance hardware or software also closes the relay. When the appliance is
restarted, the bypass relay remains closed until the appliance is fully initialized, maintaining network
continuity at all times. This feature is automatic and requires no user configuration.

When the bypass relay is closed, the appliance’s bridge ports are inaccessible.
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If carrier is lost on one of the bridge ports, the carrier is dropped on the other bridge port to ensure
that the link‑down condition is propagated to the device on the other side of the appliance. Units that
monitor link state (such as routers) are thus notified of conditions on the other side of the bridge.

Link‑down propagation has two operating modes:

• If the Primary port is not enabled, the link‑down state on one bridge port is mirrored briefly on
the other bridge port, and then the port is re‑enabled. This allows the appliance to be reached
through the still‑connected port for management, high availability heartbeat, and other tasks.

• If the Primary port is enabled, the appliance assumes (without checking) that the Primary port
is used for management, high availability heartbeat, and other tasks. The link‑down condition
on one bridge port is mirrored persistently on the other port, until carrier is restored or the unit
is rebooted. This is true even if the Primary port is enabled in the GUI but not connected to a
network, so the Primary port should be disabled (the default) when not in use.

Accelerating an Entire Site

March 12, 2021

Inlinemode, Accelerating All Traffic on aWAN shows a typical configuration for inlinemode. For both
sites, the appliances are placed between the LAN and the WAN, so all WAN traffic that can be acceler‑
ated is accelerated. This is the simplestmethod for implementing acceleration, and it should be used
when practical.

Because all the link traffic is flowing through the appliances, the benefits of fair queuing and flow
control prevent the link from being overrun.

In IP networks, the bottleneck gateway determines the queuing behavior for the entire link. By be‑
coming the bottleneck gateway, the appliance gains control of the link and canmanage it intelligently.
This is done by setting the bandwidth limit slightly lower than the link speed. When this is done, link
performance is ideal, with minimal latency and loss even at full link utilization.

Partial‑Site Acceleration

March 12, 2021

To reserve the appliance’s accelerated bandwidth for a particular group of systems, such as remote
backup servers, you can install the appliance on a branch network that includes only those systems.
This is shown in the following figure.
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Figure 1. Inline Mode, Accelerating Selected Systems Only

SD‑WAN traffic shaping relies on controlling the entire link, so traffic shaping is not effective with this
topology, because the appliance sees only a portion of link traffic. Latency control is up to the bottle‑
neck gateway, and interactive responsiveness can suffer.

WCCPMode

March 12, 2021

Web Cache Communication Protocol (WCCP) is a dynamic routing protocol introduced by Cisco. Orig‑
inally intended only for web caching, WCCP version 2 became a more general‑purpose protocol, suit‑
able for use by accelerators such as Citrix SD‑WAN appliances.

WCCPmode is the simplestwayof installinganSD‑WANappliancewhen inlineoperation is impractical.
It is also useful where asymmetric routing occurs, that is, when packets from the same connection
arrive over different WAN links. In WCCPmode, the routers use the WCCP 2.0 protocol to divert traffic
through theappliance. Once receivedby theappliance, the traffic is treatedby theaccelerationengine
and traffic shaper as if it were received in inline mode.

Note

• For the purposes of this discussion, WCCP version 1 is considered obsolete and only WCCP
version 2 is presented.

• The standard WCCP documentation calls WCCP clients “caches.”To avoid confusion with
actual caches, Citrix generally avoids calling aWCCP client a “cache.”Instead, WCCP clients
are typically called “appliances.”

• This discussionuses the term “router”to indicateWCCP‑capable routers andWCCP‑capable
switches. Though the term “router”is used here, some high‑end switches also support
WCCP, and can be used with SD‑WAN appliances.

The SD‑WAN appliances support twoWCCPmodes:

• WCCP is the original SD‑WANWCCPoffering supported since release 3.x. It supports a single
appliance service group (no clustering).

• WCCP clustering, introduced in release 7.2, allows your router to load‑balance traffic be‑
tweenmultiple appliances.
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HowWCCPModeWorks

The physical mode for WCCP deployment of an SD‑WAN appliance is one‑arm mode in which the ap‑
pliance is connected directly to a dedicated port on the WAN router. The WCCP standard includes
a protocol negotiation in which the appliance registers itself with the router, and the two negotiate
the use of features they support in common. Once this negotiation is successful, traffic is routed be‑
tween the router and the appliance according to theWCCP router and redirection rules defined on the
router.

A WCCP‑mode appliance requires only a single Ethernet port. The appliancemust either be deployed
onadedicated router port (orWCCP‑capable switchport) or isolated fromother traffic throughaVLAN.
Do not mix inline and WCCPmodes.

The following figure shows how a router is configured to intercept traffic on selected interfaces and
forward it to the WCCP‑enabled appliance. Whenever the WCCP‑enabled appliance is not available,
the traffic is not intercepted, and is forwarded normally.

Figure 1. WCCP Traffic Flow

Traffic Encapsulation

WCCP allows traffic to be forwarded between the router and the appliance in either of the following
modes:

• L2 Mode—Requires that the router and appliance be on the same L2 segment (typically an Eth‑
ernet segment). The IP packet is unmodified, and only the L2 addressing is altered to forward
the packet. In many devices, L2 forwarding is performed at the hardware layer, giving it the
maximum performance. Because of its performance advantage, L2 forwarding is the preferred
mode, but not all WCCP‑capable devices support it.

• GREMode—Generic Routing Encapsulation (GRE) is a routed protocol and the appliance can in
theory be placed anywhere, but for performance it must be placed close to the router, on a fast,
uncongested path that traverses as few switches and routers as possible. GRE is the original
WCCP mode. A GRE header is created and the data packet is appended to it. The receiving de‑
vice removes the GRE header. With encapsulation, the appliance can be on a subnet that is not
directly attached to the router. However, both the encapsulation process and the subsequent
routing add CPU overhead to the router, and the addition of the 28‑byte GRE header can lead
to packet fragmentation, which adds additional overhead.

WCCPmode supportsmultiple routers andbothGRE vs. L2 forwarding. Each router can havemultiple
WAN links. Each link can have its ownWCCP service group.

Traffic shaping is not effective unless the appliance manages UDP traffic as well as TCP traffic. A sec‑
ond service group, with a UDP service group for each WAN link, is recommended if traffic shaping is
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desired.

Registration and Status Updates

A WCCP client (an appliance) uses UDP port 2048 to register itself with the router and to negotiate
which traffic must be sent to it, and also which WCCP features must be used for this traffic. The ap‑
pliance operates on this traffic and forwards the resulting traffic to the original endpoint. The status
of an appliance is tracked through the WCCP registration process and a heartbeat protocol. The ap‑
pliance first contacts the router over the WCCP control channel (UDP port 2048), and the appliance
and router exchange informationwith packets named “Here_I_Am”and “I_See_You,”respectively. By
default, this process is repeated every 10 seconds. If the router fails to receive a message from the
appliance for three of these intervals, it considers the appliance to have failed and stops forwarding
traffic to it until contact is reestablished.

Services and Service Groups

Different appliances using the same router can provide different services. To keep track of which ser‑
vices are assigned to which appliances, the WCCP protocol uses a service group identifier, a one‑byte
integer. When an appliance registers itself with a router, it includes service group numbers as well.

• A single appliance can support more than one service group.
• A single router can support more than one service group.
• A single appliance can use the same service group with more than one router.
• A single router can use the same service group with more than one appliance. For SD‑WAN
appliances, multiple appliances are supported in WCCP cluster mode, and a single appliance
is supported in WCCPmode.

• Each appliance specifies a “return type”(L2 or GRE) independently for each direction and each
service group. SD‑WAN 4000/5000 appliances always specify the same return type for both di‑
rections. Other SD‑WAN appliances allow the return type to be different.

Figure 2. Using different WCCP service groups for different services

Multiple service groups can be used with WCCP on the same appliance. For example, the appliance
can receive service‑group 51 traffic from oneWAN link and service‑group 62 traffic from another WAN
link. The appliance also supports multiple routers. It is indifferent to whether all the routers use the
same service group or different routers use different service groups.

Service Group Tracking. If a packet arrives on one service group, output packets for the same con‑
nection are sent on the same service group. If packets arrive for the same connection on multiple
service groups, output packets track the most recently seen service group for that connection.
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High Availability Behavior

WhenWCCP is usedwith high‑availabilitymode, the primary appliance sends its own apA or apBman‑
agement IP address, not the virtual address of the high availability pair, when it contacts the router.
If failover occurs, the new primary appliance contacts the router automatically, reestablishing the
WCCP channel. Inmost cases theWCCP timeout period and the high availability failover time overlap.
As a result, the network outage is less than the sum of the two delays.

Standard WCCP allows only a single appliance in a WCCP service group. If a new appliance attempts
to contact the router, it discovers that the other appliance is handling the service group, and the new
appliance sets an Alert. It periodically checks to determine whether the service group is still active
with the other appliance, and the new appliance handles the service groupwhen the other appliance
becomes inactive. WCCP clustering allows multiple appliances per service group.

Deployment Topology

The following figure shows a simple WCCP deployment, suitable for either L2 or GRE. The traffic port
(1/1) is connected directly to a dedicated router port (Gig 4/12).

Figure 3. Simple WCCP deployment

In this example, the SD‑WAN 4000/5000 is deployed in one‑arm mode, with the traffic port (1/1) and
the management port (0/1) each connecting to its own dedicated router port.

On the router, WCCP is configured with identical ip wccp redirect in statements on the WAN and LAN
ports. Two service groups are used, 71 and 72. Service group 71 is used for TCP traffic and service
group 72 is used for UDP traffic. The appliance does not accelerate UDP traffic, but can apply traffic
shaping policies to it.

Note: TheWCCP specification does not allowprotocols other than TCP andUDP to be forwarded,
so protocols such as ICMP and GRE always bypass the appliance.

WCCP Clustering

SD‑WAN appliances support WCCP clustering, which enables your router to load‑balance your traffic
betweenmultiple appliances. Formore information about deploying SD‑WAN appliances as a cluster,
see WCCP Clustering.

WCCP Specification

For more information about WCCP, see Web Cache Communication Protocol V2, Revision 1, http://to
ols.ietf.org/html/draft‑mclaggan‑wccp‑v2rev1‑00.
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Note

Whendeploying SD‑WAN inWCCP for switch redundancy, we can connect switch 2 to apB. Create
a different SG for apB, give it a lower priority than the SG for apA. If apA higher SG is up, that will
be used for redirection. If that is down, apB SG will be used. Note that apA and apB need to be
on different subnet.

WCCPMode (Non‑Clustered)

March 12, 2021

WCCP mode allows only a single appliance in a WCCP service group. If a new appliance attempts to
contact the router, it discovers that the other appliance is handling the service group, and the new
appliance sets an Alert. It periodically checks to determine whether the service group is still active
with the other appliance, and the new appliance handles the service groupwhen the other appliance
becomes inactive.

Note:
WCCP clustering allows multiple appliances per service group.

Limitations and Best Practices

Following are limitations and best practices for (non‑clustered) WCCPmode:

• Onapplianceswithmore thanone acceleratedpair, all the traffic for a givenWCCP service group
must arrive on the same accelerated pair.

• Do not mix inline and WCCP traffic on the same appliance. The appliance does not enforce
this guideline, but violating it can cause difficulties with acceleration. (WCCP and virtual inline
modes can be mixed, but only if the WCCP and virtual inline traffic are coming from different
routers.)

• For sites with a single WAN router, use WCCP whenever inline mode is not practical.
• Only one appliance is supported per service group. If more than one appliance attempts to
connect to the same router with the same service group, the negotiation will succeed only for
the first appliance.

• For sites with multiple WAN routers serviced by the same appliance, WCCP can be used to sup‑
port one, some, or all of your WAN routers. Other routers can use virtual inline mode.
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Router Support for WCCP

Configuring the router for WCCP is very simple. WCCP version 2 support is included in all modern
routers, having been added to the Cisco IOS at release 12.0(11)S and 12.1(3)T. The best router‑
configuration strategy is determined by the characteristics of your router and switches. Traffic
shaping requires two service groups.

If your router supports Reverse Path Forwarding, you must disable it on all ports, because it can con‑
fuse WCCP traffic with spoofed traffic. This feature is found in newer Cisco routers such as the Cisco
7600.

Router Configuration Strategies

There are two basic approaches to redirecting traffic from the router to the appliance:

On theWAN port only, add a “WCCP redirect in”statement and a “WCCP redirect out”statement.
On every port on the router, except the port attached to the appliance, add a “WCCP redirect in”
statement.

The first method redirects only WAN traffic to the appliance, while the second method redirects all
router traffic to the appliance, whether it is WAN related or not. On a router with several LAN ports
and substantial LAN‑to‑LAN traffic, sending all traffic to the appliance can overload its LAN segment
and burden the appliance with this unnecessary load. If GRE is used, the unnecessary traffic can load
down the router as well.

On some routers, the “redirect in”path is faster and puts less of a load on the router’s CPU than does
the “redirect out”path. If necessary, this can be determined by direct experiment on your router: Try
both redirection methods under full network load to see which delivers the highest transfer rates.

Some routers andWCCP‑capable switches do not support “WCCP redirect out,”so the secondmethod
must be used. To avoid overloading the router, the best practice to avoid redirecting large numbers
of router ports through the appliance, perhaps by using two routers, one for WAN routing and one for
LAN‑to‑LAN routing.

In general, method 1 is simpler, while method 2may provide greater performance.

Traffic Shaping andWCCP

A service group can be either TCP or UDP, but not both. For the traffic shaper to be effective, both
kinds of WAN traffic must pass through the appliance. Therefore:

Acceleration requires one service group, for TCP traffic.
Traffic shaping requires two service groups, one for TCP traffic and one for UDP traffic.The difference
between the two is configured on the appliance, and the router accepts this configuration.
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Configure the Router

The appliance negotiates WCCP‑GRE or WCCP‑L2 automatically. The main choice is between unicast
operation (in which the appliance is configured with the IP address of each router), ormulticast oper‑
ation (in which both the appliance and the routers are configured with the multicast address.)

Normal (Unicast) operation—For normal operation, the procedure is to declareWCCP version 2 and
theWCCPgroup ID for the router as awhole, thenenable redirectiononeachWAN interface. Following
is a Cisco IOS example:

1 config term
2 ip wccp version 2
3 ! We will configure the appliance to use group 51 for TCP and 52 for

UDP.
4 ip wccp 51
5 ip wccp 52
6
7 ! Repeat the following three lines for each WAN interface
8 ! you wish to accelerate:
9 interface your_wan_interface

10 ! If Reverse Path Forwarding is enabled (with an ip verify unicast
11 ! source reachable ” statement), delete or comment out the statement:
12 ! ip verify unicast source reachable-via any
13 ! Repeat on all ports.
14
15 ip wccp 51 redirect out
16 ip wccp 51 redirect in
17 ip wccp 52 redirect out
18 ip wccp 52 redirect in
19
20 ! If the appliance is inline with one of the router interfaces
21 ! (NOT SUPPORTED), add the following line for that interface
22 ! to prevent loops:
23 ip wccp redirect exclude in
24 ^Z
25 <!--NeedCopy-->

If multiple routers are to use the same appliance, each is configured as shown above, using either the
same service groups or different ones.

Multicast operation—When giving the appliance and each router amulticast address, the configura‑
tion is slightly different than for normal operation. Following is a Cisco IOS example:

1 config term
2 ip wccp version 2
3 ip wccp 51 group-address 225.0.0.1
4
5 ! Repeat the following three lines for each WAN interface
6 ! you wish to accelerate:
7 interface your_wan_interface
8 ! If Reverse Path Forwarding is enabled (with an ip verify unicast
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9 ! source reachable ” statement), delete or comment out the statement:
10 ! ip verify unicast source reachable-via any
11
12 ip wccp 51 redirect out
13 ip wccp 51 redirect in
14 !
15 ! The following line is needed only on the interface facing the other

router,
16 ! if there is another router participating in this service group.
17 ip wccp 51 group-listen
18
19 !If the appliance is inline with one of the router interfaces,
20 !(which is supported but not recommended), add
21 !the following line for that interface to prevent loops:
22 ip wccp redirect exclude in
23 ^Z
24 <!--NeedCopy-->

Basic Configuration Procedure for WCCPMode on the SD‑WAN Appliance

Formost sites, youcanuse the followingprocedure toconfigure theWCCPmodeon theappliance. The
procedure has you set several parameters to sensible default values. Advanced deployments might
require that you set theseparameters toother values. For example, ifWCCPservice group51 is already
used by your router, you need to use a different value for the appliance.

To configure WCCPmode on the appliance:

1. On the Configuration: Appliance Settings: WCCP page.
2. If no service groups have been defined, the Select Mode page appears. The options are Sin‑

gle SD‑WAN and Cluster (Multiple SD‑WANs). Select Single SD‑WAN. You are taken to the WCCP
page.
Note: The mode labels are misleading. “Single SD‑WAN”mode is also used for SD‑WAN high‑
availability pairs.

3. If WCCPmode is not enabled, click Enable.
4. Click Add Service Group.
5. The default interface (apA), Protocol (TCP), WCCP Priority (0), Router Communication (Unicast),

(Password blank) and Time to Live (1) values usually do not have to be changed for the first
service group that you create, but if they do, type new values in the fields provided.

6. In the Router Addressing field (if you are using unicast) or theMulticast Address field (if you
are using multicast), type the router’s IP address. Use the IP for the router port used for WCCP
communication with the appliance.

7. If more than one router is using WCCP to communicate with this appliance, add more routers
now.

8. If your routershave special requirements, set theRouter Forwarding (Auto/GRE/Level‑2), Router
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Packet Return (Auto/GRE/Level‑2), and Router Assignment (Mask/Hash) fields accordingly. The
defaults produce optimal results with most routers.

9. Click Add.
10. Repeat the preceding steps to create another service group, for UDP traffic (for example, service

group Id 52 and Protocol UDP).
11. Go to the Monitoring: Appliance Performance: WCCP page. The Status field should change to

Connected within 60 seconds.
12. Send traffic over the link and, on the Connections page, verify that connections are arriving and

being accelerated.

WCCP Service Group Configuration Details

In a service group, a WCCP router and an SD‑WAN appliance (“WCCP Cache”in WCCP terminology)
negotiate communication attributes (capabilities). The router advertises its capabilities in the “I See
You”message. The communication attributes are:

• Forwarding Method: GRE or Level‑2
• Packet Return Method (multicast only): GRE or Level‑2
• Assignment Method: Hash or Mask
• Password (defaults to none)

The appliance triggers an alert if it detects an incompatibility between its attributes and those of the
router. The appliance might be incompatible because of a specific attribute of a service group (such
as GRE or Level‑2). More rarely, in amulticast service group, an alert can be triggeredwhen the “Auto”
selection chooses a particular attribute with a particular router connected, but the attribute is incom‑
patible with a subsequent router.

Following are the basic rules for the communication attributes within an SD‑WAN Appliance.

For Router Forwarding:

• When “Auto”is selected, the preference is for Level‑2, because it ismore efficient for both router
and appliance. Level‑2 is negotiated if the router supports it and the router is on the same sub‑
net as the appliance.

• Routers in a unicast service group can negotiate different methods if “Auto”is selected.
• Routers in a multicast service groupmust all use the samemethod, whether forced with “GRE”
or “Level‑2,”or, with “Auto,”as determined by the first router in the service group to connect.

• For an incompatibility, an alert announces that the router “has incompatible router forward‑
ing.”

For Router Assignment:

• The default is Hash.
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• When “Auto”is selected, the mode is negotiated with the router.

• All routers in a service groupmust support the same assignment method (Hash or Mask).

• For any service group, if this attribute is configured as “Auto,”the appliance selects “Hash”or
“Mask”when the first router is connected. “Hash”is chosen if the router supports it. Otherwise,
“Mask”is selected. The problem of subsequent routers being incompatible with the automati‑
cally selectedmethod can beminimized bymanually selecting amethod common to all routers
in the service group.

• For an incompatibility, an alert announces that the router “has incompatible router assignment
method.”

• With either method, the single appliance in the service group instructs all the routers in the
servicegroup todirect all TCPorUDPpackets to theappliance. Routers canmodify thisbehavior
with access lists or by selecting which interfaces to redirect to the service group.

For the Mask method, the appliance negotiates the “source IP address”mask. The appliance
provides no mechanism to select “destination IP address”or the ports for either source or des‑
tination. The “source IP address”mask does not specifically identify any specific IP address or
range. The protocol does not provide a means to specify a specific IP address. By default, be‑
cause there is only a single appliance in the service group, a one‑bit mask is used, to conserve
router resources. (Release 6.0 used a larger mask.)

For Password:

• If the router requires a password, the password defined on the appliance must match. If the
router does not require a password, the password field on the appliance must be blank.

WCCP Testing and Troubleshooting

WhenworkingwithWCCP, the appliance provides differentways ofmonitoring the status of theWCCP
interface, and your router should also provide information.

Monitoring: Appliance Performance: WCCP Page—The WCCP page reports the current state of the
WCCP link, and reports most problems.

Log Entries—The Monitoring: Appliance Performance: Logging page shows a new entry each time
WCCPmode is established or lost.

Figure 1. WCCP Log Entries (format varies somewhat with release)

Router Status—On the router, the “show ip wccp”command shows the status of the WCCP link:

1 Router>enable
2 Password:
3 Router#show ip wccp
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4 Global WCCP information:
5 Router information:
6 Router Identifier: 172.16.2.4
7 Protocol Version: 2.0
8
9 Service Identifier: 51

10 Number of Cache Engines: 0
11 Number of routers: 0
12 Total Packets Redirected: 19951
13 Redirect access-list: -none-
14 Total Packets Denied Redirect: 0
15 Total Packets Unassigned: 0
16 Group access-list: -none-
17 Total Messages Denied to Group: 0
18 Total Authentication failures: 0
19 <!--NeedCopy-->

Verify WCCPMode

You canmonitor the WCCP configuration from the SD‑WAN GUI.

To monitor the WCCP configuration

1. Navigate to theMonitoring > Appliance Performance >WCCP page.

2. Select a cache and click Get Info. A Cache Status page displays the WCCP configuration, as
shown in the following figure.

3. Start traffic that should be forwarded through the SD‑WAN appliance and monitor the connec‑
tion on theMonitoring > Optimization > Connections page.

• If the connections are shownon theAcceleratedConnections tab, that is an indicator that
everything is working.

• If the connections are on theUnaccelerated Connections tab, look at theDetails column.
A routing asymmetry detected message implies that one of the ip wccp redirect lines on
the router is missing or has an error, or that different paths are taken by client‑server and
server‑client traffic.

• If no connections are shown, but the appliance reports that it is connected to the router,
and theWCCPmonitoring page shows no errors, the issue is probably with the router con‑
figuration.

WCCP Clustering

March 12, 2021
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The WCCP clustering feature enables you to multiply your acceleration capacity by assigning more
than one SD‑WAN appliance to the same links. You can cluster up to 32 identical appliances, for up to
32 times the capacity. Because it uses theWCCP 2.0 standard, WCCP clusteringworks onmost routers
and some smart switches, most likely including those you are already using.

Because it uses a decentralized protocol, WCCP clustering allows SD‑WAN appliances to be added or
removed at will. If an appliance fails, its traffic is rerouted to the surviving appliances.

Unlike SD‑WAN high‑availability, an active/passive pair that uses two appliances to provide the per‑
formance of a single appliance, the same appliances deployed as aWCCP cluster has twice the perfor‑
mance of a single appliance, delivering both redundancy and improved performance.

In addition to adding more appliances as your site’s needs increase, you can use Citrix’s “Pay as You
Grow”feature to increase your appliances’capabilities through license upgrades.

Citrix Command Center is recommended for managing WCCP clusters. The following figure shows a
basic network of a cluster of SD‑WAN appliances in WCCP mode, administered by using Citrix Com‑
mand Center.

Figure 1. SD‑WAN Cluster Administered by Using Citrix Command Center

Load‑BalancedWCCP Clusters

TheWCCP protocol supports up to 32 appliances in a fault‑tolerant, load balanced array called a clus‑
ter. In the example below, three identical appliances (samemodel, same software version) are cabled
identically and configured identically except for their IP addresses. Appliances using the same service
groups with the same router can become a load balanced WCCP cluster. When a new appliance reg‑
isters itself with the router, it can join the existing pool of appliances and receive its share of traffic.
If an appliance leaves the network (as indicated by the absence of heartbeat signals), the cluster is
rebalanced so that only the remaining appliances are used.

Figure 2. A load‑balanced WCCP cluster with three appliances

One appliance in the cluster is selected as the designated cache, and controls the load‑balancing
behavior of the appliances in the cluster. The designated cache is the appliance with the lowest IP
address. Because the appliances have identical configurations, it doesn’t matter which one is the
designated cache. If the current designated cache goes offline, a different appliance becomes the
designated cache.

The designated cache determines how the load‑balanced traffic is allocated and informs the router
of these decisions. The router shares information with all members of the cluster, so the cluster can
operate even if the designated cache goes offline.
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Note: As normally configured, a SD‑WAN 4000/5000 appliance appears as two WCCP caches to
the router.

Load‑Balancing Algorithm

Load balancing inWCCP is static, except when an appliance enters or leaves the cluster, which causes
the cluster to be rebalanced among its current members.

TheWCCP standard supports load balancing based on amask or a hash. For example, SD‑WANWCCP
clustering uses the mask method only, using a mask of 1‑6 bits of the 32‑bit IP address. These ad‑
dress bits can be non‑consecutive. All addresses yielding the same result when masked are sent to
the same appliance. Load balancing effectiveness depends on choosing an appropriate mask value:
a poor mask choice can result in poor load‑balancing or even none, with all traffic sent to a single
appliance.

Deployment Topology

Depending on your network topology, you can deployWCCP cluster either with a single router or with
multiple routers. Whether connected to a single router ormultiple routers, each appliance in the clus‑
ter must be connected identically to all routers in use.

Single router Deployment

In the following diagram, three SD‑WAN appliances accelerate the datacenter’s 200 Mbps WAN. The
site supports 750 Virtual Apps users.

As shown on the SD‑WAN Datasheet, an SD‑WAN 3000‑100 can support 100 Mbps and 400 users, so a
pair of these appliances supports 200 Mbps and 800 users, which satisfies the datacenter’s require‑
ments of a 200 Mbps link and 750 users.

For fault tolerance, however, the WCCP cluster should continue to operate without becoming over‑
loaded if one appliance fails. That can be accomplished by using three appliances when the calcula‑
tions call for two. This is called the N+1 rule.

Failure is an unusual event, so usually all three appliances are in operation. In this case, each appli‑
ance is supporting only 67 Mbps and 250 users, leaving plenty of headroom, andmaking good use of
the fact that the cluster has three times the CPU power and three times the compression history of a
single appliance.

Without WCCP clustering, as much capacity and fault‑tolerance would require a pair of SD‑WAN 4000‑
500 appliances in high availability mode. Only one of these appliances is active at a time.
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Multiple Router Deployments

UsingmultipleWAN routers is similar to using a singleWAN router. If the previous example is changed
to include two100Mbps links insteadof one 200Mbps link, the topology changes, but the calculations
do not.

Limitations

Configuring appliances in a WCCP cluster has the following limitations:

• All appliances within a cluster must be the samemodel and use the same software release.
• Parameter synchronization between appliances within the cluster is not automatic. Use Com‑
mand Center to manage the appliances as a group.

• SD‑WAN traffic shaping is not effective, because it relies on controlling the entire link as a unit,
and none of the appliances are in a position to do this. Router QoS can be used instead.

• The WCCP‑based load‑balancing algorithms do not vary dynamically with load, so achieving a
good load balance can require some tuning.

• The hash method of cache assignment is not supported. Mask assignment is the supported
method.

• While the WCCP standard allows mask lengths of 1‑7 bits, the appliance supports masks of 1‑6
bits.

• Multicast service groups are not supported. Only unicast service groups are supported.
• All routers using the same service group pair must support the same forwarding method (GRE
or L2).

• The forwarding and return method negotiated with the router must match: both must be GRE
or both must be L2. Some routers do not support L2 in both directions, resulting in an error of
“Router’s forward or return or assignment capability mismatch.”In this case, the service group
must be configured as GRE.

• SD‑WAN VPX does not support WCCP clustering.
• Theappliance supports (andnegotiates)onlyunweighted (equal) cacheassignments. Weighted
assignments are not supported.

• Some older appliances, such as the SD‑WAN 700, do not support WCCP clustering.
• (SD‑WAN4000/5000only) Twoaccelerator instancesare requiredper interface in L2mode. three
interfacesare supportedperappliance (and thenonlyonapplianceswith sixormoreaccelerator
instances.)

• (SD‑WAN4000/5000only)WCCPcontrol packets from the routermustmatchoneof the router IP
addresses configured on the appliance for the service group. In practice, the router’s IP address
for the interface that connects it to the appliance should be used. The router’s loopback IP
cannot be used.
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Deployment worksheet and cluster limitations

On the following worksheet, you can calculate the number of appliances needed for your installation
and the recommended mask field size. The recommended mask size is 1–2 bits larger than the mini‑
mummask size for your installation.

Parameter Value Notes

Appliance Model Used —

Supported Citrix Virtual Apps
and Desktops Users Per
Appliance

Uspec = From data sheet

Citrix Virtual Apps and
Desktops Users on WAN Link

Uwan = —

User overload Factor Uoverload = Uwan/Uspec = —

Supported BW Per Appliance BWspec = From data sheet

WAN Link BW BWwan = —

BWOverload Factor BWoverload = BWwan/BWspec
=

—

Number of appliances required N =max(Uoverload,
BWoverload) +1 =

Includes one spare

—

Min number of buckets Bmin = N, rounded up a power
of 2 =

—

If SD‑WAN 4000 or 5000, Bmin = 2N, rounded up to a
power of 2 =

—

Recommended value B = 4 \Bmin if Bmin <= 16, else 2
\Bmin =

—

Number of “one”bits in address
mask

M = log2(B) If B=16, M=4.

Mask value: The mask value is a 32‑bit address mask with several “one”bits equal to M in the work‑
sheet provided earlier. Often these bits can be the least‑significant bits in the WAN subnet mask used
by your remote sites. If themasks at your remote sites vary, use themedianmask. (Example: With /24
subnets, the least significant bits of the subnet are 0x00 00 nn 00. The number of bits to set to one is
log2(mask size): if mask size is 16, set 4 bits to one. Sowith amask size of 16 and a /24 subnet, set the
mask value to 0x00 00 0f 00.)
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The above guidelines work only if the selected subnet field is evenly distributed in your traffic, that is,
that each address bit selected by the mask is a one for half the remote hosts, and a zero for the other
half. Otherwise, load‑balancing is impaired. This even distributionmight be true for only a few bits in
the network field (only 2 bits). If sowith your network, instead ofmasking bits in the offending area of
the subnet field, displace those bits to a portion of the host address field that has the 50/50 property.
For example, if only three subnet bits in a /24 subnet have the 50/50 property, and you are using four
mask bits, a mask of 0x00 00 07 10 avoids the offending bit at 0x00 00 0800 and displaces it to 0x00
00 00 10, a portion of the address field that is likely to have the 50/50 property if your remote subnets
generally use at least 32 IP addresses each.

Parameter Value Notes

Final Mask Value —

Accelerated Bridge Usually apA

WAN Service Group A service group not already in
use on your router (51‑255)

LAN Service Group Another unused service group

Router IP address IP address of router interface
on port facing the appliance

WCCP Protocol (usually “Auto”) —

DC Algorithm Use “Deterministic”if you have
only two appliances or are
using dynamic load balancing
like HSRP or GSLB. Otherwise,
use “Least Disruptive.”

Configuring appliances in a WCCP cluster has the following limitations:

• All appliances within a cluster must be the samemodel and use the same software release.
• Parameter synchronization between appliances within the cluster is not automatic. Use Com‑
mand Center to manage the appliances as a group.

• SD‑WAN traffic shaping is not effective, because it relies on controlling the entire link as a unit,
and none of the appliances are in a position to do this. Router QoS can be used instead.

• The WCCP‑based load‑balancing algorithms do not vary dynamically with load, so achieving a
good load balance can require some tuning.

• The hash method of cache assignment is not supported. Mask assignment is the supported
method.
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• While the WCCP standard allows mask lengths of 1‑7 bits, the appliance supports masks of 1‑6
bits.

• Multicast service groups are not supported; only unicast service groups are supported.
• All routers using the same service group pair must support the same forwarding method (GRE
or L2).

• The forwarding and return method negotiated with the router must match: both must be GRE
or both must be L2. Some routers do not support L2 in both directions, resulting in an error of
“Router’s forward or return or assignment capability mismatch.”In this case, the service group
must be configured as GRE.

• SD‑WAN VPX does not support WCCP clustering.
• Theappliance supports (andnegotiates)onlyunweighted (equal) cacheassignments. Weighted
assignments are not supported.

• Some older appliances, such as the SD‑WAN 700, do not support WCCP clustering.
• (SD‑WAN WANOP 4000/5000 only) Two accelerator instances are required per interface in L2
mode. Nomore than three interfaces are supportedper appliance (and thenon applianceswith
six or more accelerator instances.)

• (SD‑WAN4000/5000only)WCCPcontrol packets from the routermustmatchoneof the router IP
addresses configured on the appliance for the service group. In practice, the router’s IP address
for the interface that connects it to the appliance should be used. The router’s loopback IP
cannot be used.

Testing and Troubleshooting

TheMonitoring >Appliance >Application Performance >WCCP page shows the current state of not
only the local appliance but of all other appliances that have joined the cluster. Select a WCCP cache
and click Get Info.

The Cache Status tab shows the local appliance’s status. When all is well, the status is “25: has as‑
signment.”Youmust refresh thepagemanually tomonitor changes in status. If the appliancedoes not
reach the status of “25: has assignment”within a timeout period, other informative status messages
are displayed.

Additional information is displayed when you click on the Service Group or the Routers tabs.

The Cluster Summary tab displays information about the WCCP cluster as a whole. As a side effect
of the WCCP protocol, each member of the cluster has information about all the others, so this infor‑
mation can bemonitored from any appliance in the cluster.

Your router can also provide status information. See your router documentation.
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Configure WCCP Clustering

After you have finalized the deployment topology, considered all limitations, and filled in the deploy‑
ment worksheet, you are ready to deploy your appliances in a WCCP cluster. To configure the WCCP
cluster, you need to perform the following tasks:

• Configuring the NetScaler Instances
• Configuring the Router
• Configuring the Appliance

Virtual Inline Mode

March 12, 2021

Note:

Use virtual inlinemode onlywhen both inlinemode andWCCPmode are impractical. Do notmix
inline and virtual inline modes within the same appliance. However, you can mix virtual inline
and WCCP modes within the same appliance. Citrix does not recommend virtual inline mode
with routers that do not support health monitoring.

In virtual inline mode, the router uses policy based routing (PBR) rules to redirect incoming and out‑
goingWAN traffic to the appliance for acceleration, and the appliance forwards the processed packets
back to the router. Almost all of the configuration tasks are performed on the router. The only thing to
be configuredon the appliance is the forwardingmethod, and thedefaultmethod is recommended.

LikeWCCP, Virtual inlinedeployment requiresno rewiringandnodowntime, and it provides a solution
for asymmetric routing issues faced in a deployment with two or more WAN links. Unlike WCCP, it
contains no built‑in status monitoring or health checking, making troubleshooting difficult. WCCP is
thus the recommendedmode, and virtual inline is recommended only when inline andWCCPmodes
are both impractical.

Example

The following figure shows a simple network in which all traffic destined for or received from the re‑
mote site is redirected to the appliance. In this example, both the local site and remote site use virtual
inline mode.

Figure 1. Virtual Inline Example

Following are some configuration details for the network in this example:
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• Endpoint systemshave their gateways set to the local router (which isnotunique tovirtual inline
mode).

• Each router is configured to redirect both incoming and outgoing WAN traffic to the local appli‑
ance.

• Each appliance processes the traffic received from its local router and forwards it back to the
router.

• PBR rules configured on the router prevent routing loops by allowing packets tomake only one
trip to and from the appliance. The packets that the appliance forwards back to the router are
sent to their original (local or remote) destination.

• Each appliance has its default gateway set to the address of the local router, as usual (on the
Configuration: Network Adapters page). The options for forwarding packets back to the
router are Return to Ethernet Sender and Send to Gateway.

Configuring Packet Forwarding on the Appliance

March 12, 2021

Virtual inline mode offers two packet‑forwarding options:

Return toEthernet Sender (default)—Thismode allowsmultiple routers to share an appliance. The
appliance forwards virtual inline output packets back to where they came from, as indicated by the
Ethernet address of the incoming packet. If two routers share a single appliance, each gets its own
traffic back, but not the traffic from the other router. This mode also works with a single router.

Send to Gateway (not recommended)—In thismode, virtual inline output packets are forwarded to
the default gateway for delivery, even if they are destined for hosts on the local subnet. This option is
usually less desirable than the Return to Ethernet Sender option, because it adds an easily forgotten
element of complexity to the routing structure.

To specify the packet‑forwarding option—On the Configuration: Optimization Rules: Tuning page,
next to Virtual Inline, select Return to Ethernet Sender or Send to Gateway.

Router Configuration

March 12, 2021

The router has three tasks when supporting virtual inline mode:

1. It must forward both incoming and outgoing WAN traffic to the SD‑WAN appliance.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 78



Citrix SD‑WANWANOP 11.1

2. It must forward SD‑WAN traffic to its destination (WAN or LAN).
3. It must monitor the health of the appliance so that the appliance can be bypassed if it fails.

Policy‑Based Rules

In virtual inlinemode, the packet forwardingmethods can create routing loops if the routing rules do
not distinguish between a packet that has been forwarded by the appliance and one that has not. You
can use any method that makes that distinction.

A typical method involves dedicating one of the router’s Ethernet ports to the appliance and creating
routing rules that are based on the Ethernet port on which packets arrive. Packets that arrive on the
interface dedicated to the appliance are never forwarded back to the appliance, but packets arriving
on any other interface can be.

The basic routing algorithm is:

• Do not forward packets from the appliance back to the appliance.
• If the packet arrives from the WAN, forward it to the appliance.
• If packet is destined for the WAN, forward to the appliance.
• Do not forward LAN‑to‑LAN traffic to the appliance.
• Traffic shaping is not effective unless all WAN traffic passes through the appliance.

Note: When considering routing options, keep in mind that returning data, not just outgoing
data, must flow through the appliance. For example, placing the appliance on the local subnet
and designating it as the default router for local systems does not work in a virtual inline deploy‑
ment. Outgoing data would flow through the appliance, but incoming data would bypass it. To
force data through the appliance without router reconfiguration, use inline mode.

Health Monitoring

If the appliance fails, data should not be routed to it. By default, Cisco policy based routing does no
health monitoring. To enable health monitoring, define a rule to monitor the appliance’s availability,
and specify the “verify‑availability”option for the “set ip next‑hop”command. With this configuration,
if the appliance is not available, the route is not applied, and the appliance is bypassed.

Important: Citrix recommends virtual inline mode only when used with health monitoring. Many
routers that support policy‑based routing do not support health‑checking. The health‑monitoring
feature is relatively new. It became available in Cisco IOS release 12.3(4)T.

Following is an example of a rule for monitoring the availability of the appliance:

“‘ pre codeblock
!‑ Use a ping (ICMP echo) to see if appliance is connected track 123 rtr 1 reachabilit y ! rtr 1 type echo
protocol IpIcmpecho 192.168.1.200 schedule 1 life forever start‑time now
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1 This rule pings the appliance at 192.168.1.200 periodically. You can
test against 123 to see if the unit is up.

2
3 ## Routing Examples
4
5 The following examples illustrate configuring Cisco routers for the

local and remote sites shown in [Virtual inline example](/en-us/
citrix-sd-wan-wanop/11-1/cb-deployment-modes-con/br-adv-virt-inline-
mode-con.html). To illustrate health monitoring, the configuration
for the local site includes health monitoring, but the configuration
for the remote site does not.

6
7 Note: The configuration for the local site assumes that a ping monitor

has already been configured.
8
9 The examples conform to the Cisco IOS CLI. They might not be applicable

to routers from other vendors.
10
11 Local Site, Health-Checking Enabled:
12
13 ``` pre codeblock
14 !
15 ! For health-checking to work, do not forget to start
16 ! the monitoring process.
17 !
18 ! Original configuration is in normal type.
19 ! appliance-specific configuration is in bold.
20 !
21 ip cef
22 !
23 interface FastEthernet0/0
24 ip address 10.10.10.5 255.255.255.0
25 ip policy route-map client_side_map
26 !
27 interface FastEthernet0/1
28 ip address 172.68.1.5 255.255.255.0
29 ip policy route-map wan_side_map
30 !
31 interface FastEthernet1/0
32 ip address 192.168.1.5 255.255.255.0
33 !
34 ip classless
35 ip route 0.0.0.0 0.0.0.0 171.68.1.1
36 !
37 ip access-list extended client_side
38 permit ip 10.10.10.0 0.0.0.255 10.16.20.0 0.0.0.255
39 ip access-list extended wan_side
40 permit ip 10.16.20.0 0.0.0.255 10.10.10.0 0.0.0.255
41 !
42 route-map wan_side_map permit 20
43 match ip address wan_side
44 !- Now set the appliance as the next hop, if it ’ s up.
45 set ip next-hop verify-availability 192.168.1.200 20 track 123
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46 !
47 route-map client_side_map permit 10
48 match ip address client_side
49 set ip next-hop verify-availability 192.168.1.200 10 track 123
50 <!--NeedCopy-->

Remote Site (No Health Checking):

“‘ pre codeblock
! This example does not use health‑checking.
! Remember, health‑checking is always recommended,
! so this is a configuration of last resort.
!
!
ip cef
!
interface FastEthernet0/0
ip address 20.20.20.5 255.255.255.0
ip policy route‑map client_side_map
!
interface FastEthernet0/1
ip address 171.68.2.5 255.255.255.0
ip policy route‑map wan_side_map
!
interface FastEthernet1/0
ip address 192.168.2.5 255.255.255.0
!
ip classless
ip route 0.0.0.0 0.0.0.0 171.68.2.1
!
ip access‑list extended client_side
permit ip 10.16.20.0 0.0.0.255 10.10.10.0 0.0.0.255
ip access‑list extended wan_side
permit ip 10.10.10.0 0.0.0.255 10.16.20.0 0.0.0.255
!
route‑map wan_side_map permit 20
match ip address wan_side
set ip next‑hop 192.168.2.200
!
route‑map client_side_map permit 10
match ip address client_side
set ip next‑hop 192.168.2.200
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!_

1 Each of the above examples applies an access list to a route map and
attaches the route map to an interface. The access lists identify
all traffic originating at one accelerated site and terminating at
the other (A source IP of 10.10.10.0/24 and destination of
20.20.20.0/24 or vice versa). See your router's documentation for
the details of access lists and route-maps.

2
3 This configuration redirects all matching IP traffic to the appliances.

If you want to redirect only TCP traffic, you can change the access
-list configuration as follows (only the remote side's configuration
is shown here):

4
5 ``` pre codeblock
6 !
7 ip access-list extended client_side
8 permit tcp 10.16.20.0 0.0.0.255 10.10.10.0 0.0.0.255
9 ip access-list extended wan_side

10 permit tcp 10.10.10.0 0.0.0.255 10.16.20.0 0.0.0.255
11 !
12 <!--NeedCopy-->

Note that, for access lists, ordinary masks are not used. Wildcard masks are used instead. Note that
when reading a wildcard mask in binary, “1”is considered a “don’t care”bit.

Virtual Inline for Multiple‑WAN Environments

March 12, 2021

Enterprises with multiple WAN links often have asymmetric routing policies, which seem to require
that an inline appliance be in two places at once. Virtual inline mode solves the asymmetric routing
problemby using the router configuration to send all WAN traffic through the appliance, regardless of
the WAN link used. The below figure shows a simple multiple‑WAN link deployment example.

The two local‑side routers redirect traffic to the local appliance. The FE 0/0 ports for both routers are
in the samebroadcast domain as the appliance. The local appliancemust use thedefault virtual inline
configuration (Return to Ethernet Sender).

Figure 1. Virtual Inline Mode With TwoWAN Routers

Virtual Inline Mode and High‑Availability

March 12, 2021
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Virtual Inlinemode canbeused in ahigh availability (high availability) configuration. Thebelow figure
shows a simple high availability deployment. In virtual inline mode, a pair of appliances acts as one
virtual appliance. Router configuration is the same for an high availability pair as with a single appli‑
ance, except that the Virtual IP address of the high availability pair, not the IP address of an individual
appliance, is used in the router configuration tables. In this example, the local appliances must use
default virtual inline configuration (Return to Ethernet Sender).

Figure 1. High‑availability Example

Monitoring and Troubleshooting

March 12, 2021

In virtual inline mode, unlike WCCP mode, the appliance provides no virtual inline‑specific monitor‑
ing. To troubleshoot a virtual inline deployment, log into the appliance and use the Dashboard page
to verify that traffic is flowing into and out of the appliance. Traffic forwarding failures are typically
caused by errors in router configuration.

If the Monitoring: Usage or Monitoring: Connections pages show that traffic is being forwarded but
no acceleration is taking place (assuming that an appliance is already installed on the other end of
the WAN link), check tomake sure that both incomingWAN traffic and outgoingWAN traffic are being
forwarded to the appliance. If only one direction is forwarded, acceleration cannot take place.

To test health‑checking, power down the appliance. The router should stop forwarding traffic after
the health‑checking algorithm times out.

GroupMode

March 12, 2021

In groupmode, two or more appliances become a single virtual appliance. This mode is one solution
to the problem of asymmetric routing, which is defined as any case in which some packets in a given
connection pass through a given appliance but others do not. A limitation of the appliance architec‑
ture is that acceleration cannot take place unless all packets in a given connection pass through the
same two appliances. Groupmode overcomes this limitation.

Groupmode can be used with multiple or redundant links without reconfiguring your routers.
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Note

Groupmode is not supported on the SD‑WAN 4000 or 5000 appliances.

Group mode applies only to the appliances on one side of the WAN link; the local appliances neither
know nor care whether the remote appliances are using groupmode.

Groupmode uses a heartbeat mechanism to verify that other members of the group are active. Pack‑
ets are forwarded to active groupmembers only.

Avoiding asymmetric routing is the main reason to use group mode, but group mode is not the only
method available for that purpose. If you decide that it is the best method for your environment, you
can enable it by setting a few parameters. If the default mechanism for determining which appliance
is responsible for a particular connection does not provide optimal acceleration, you can change the
forwarding rules.

Figure 1. Group Mode With Redundant Links

Figure 2. Group Mode With Non‑Redundant Links with Possible Asymmetric Routing

Figure 3. Group Mode On Nearby Campuses

When to Use GroupMode

March 12, 2021

Use groupmode in the following set of circumstances:

• You have multiple WAN links.
• There is a chanceof asymmetric routing (a packet onagiven connectionmight travel over either
link).

• Groupmode seems simpler andmore practical than alternatives that use a single appliance.

The alternatives are:

• WCCP mode, in which traffic from two or more links is sent to the same appliance by WAN
routers, by means of the WCCP protocol.

• Virtual inlinemode, in which your routers send traffic from two ormore links through the same
appliance (or high‑availability pair).

• Multiple bridges, where each link passes through a different accelerated bridge in the same ap‑
pliance.

• LAN‑level aggregation, which places an appliance (or high‑availability pair) closer to the LAN,
before the point where WAN traffic is split into two or more paths.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 84



Citrix SD‑WANWANOP 11.1

HowGroupModeWorks

March 12, 2021

In group mode, the appliances that are part of the group each take ownership for a portion of the
group’s connections. If a given appliance is the owner of a connection, it makes all the acceleration
decisions about that connection and is responsible for compression, flow control, packet retransmis‑
sion, and so on.

If an appliance receives a packet for a connection for which it is not the owner, it forwards the packet
to the appliance that is the owner. The owner examines the packet, makes the appropriate acceler‑
ation decisions, and forwards any output packets back to the non‑owning appliance. This process
preserves the link selection made by the router, while allowing all packets in the connection to be
managed by the owning appliance. For the routers, the introduction of the appliances has no conse‑
quences. The routers do not need to be reconfigured in any way, and the appliances do not need to
understand the routing mechanism. They simply accept the routers’forwarding decisions.

Figure 1. Sending‑side Traffic in Group Mode

Figure 2. Receiving‑side traffic flow in groupmode

Group mode has two, user‑selectable failure modes, which control how the group members interact
with each other if one of them fails. The failure mode also determines whether the failed appliance’s
bypass card opens (blocking traffic through the appliance) or remains closed (allowing traffic to pass
through). The failure modes are:

Continue to accelerate‑ If a group member fails, its bypass card is opened and no traffic passes
through the failed appliance. The result is presumably a fail‑over if redundant links are used. Oth‑
erwise, the link is simply inaccessible. The other appliances in the group continue to accelerate. The
usual hashing algorithm handles the changed conditions. (That is, the old hashing algorithm is used,
and if the failed unit is indicated as the owner, a hashing algorithm based on the new, smaller group
is applied. This preserves as many older connections as possible.)

Do not accelerate‑ If a group member fails, its bypass card closes, allowing traffic to pass through
without acceleration. Because an unaccelerated path introduces asymmetric routing, the othermem‑
bers of the group also go into pass‑throughmode when they detect the failure.

Enabling GroupMode

March 12, 2021
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To enable group mode, create a group of two or more appliances. An appliance can be a member
of only one group. Group members are identified by IP address and the SSL common name in the
appliance license.

All group mode parameters are on the Settings: Group Mode page, in the Configure Settings: Group
Mode table.

Figure 1. Group Mode Page

To enable groupmode

1. Select the address to use for group communication. At the top of theGroupModeConfiguration
table on the Configuration: Advanced Deployments: GroupMode tab, the table cell under Mem‑
ber VIP contains the management address of the port used to communicate with other group
members. Use the (unlabeled) drop‑down menu to select the correct address (for example, to
use the Aux1 port, select the IP address you assigned to the Aux1 port). Then, click Change VIP.

2. Add at least onemore groupmember to the list. (Groups of three ormore are supported but are
rarely used.) In the next cell of the Member VIP column, type the IP address of the port used by
the other appliance for group‑mode communication.

3. Type the other group member’s SSL common name in the SSL Common Name column. The
SSL common name is listed on the other appliance’s Configure: Advanced Deployments: High
Availability tab. If the other groupmember is a high‑availability pair, the name listed is the SSL
common name of the primary appliance.

Note:

If the local appliance is not part of a high‑availability pair, the first cell in the high availabil‑
ity Secondary SSL CommonName is blank.If the other groupmember is a high‑availability
pair, specify the SSL Common Name of the high availability secondary appliance in the
high availability Secondary SSL Common Name column.

4. Click Add.

5. Repeat steps 2‑4 for any additional appliances or high‑availability pairs in the group.

6. The threebuttonsunder the list of groupmembersare toggles, soeach is labeledas theopposite
of its current setting:

a) The topbutton reads either,Donot acceleratewhenmember failure is detectedorCon‑
tinue to acceleratewhenmember failure is detected. The “Do not accelerate…”setting
alwaysworks anddoes not block traffic, but if anymember fails, the other groupmembers
go into bypass mode, which causes a complete loss of acceleration. With the “Continue
to accelerate”option, the failing appliance’s bridge becomes an open circuit, and the link
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fails. This option is appropriate if theWAN router responds by causing a failover. New con‑
nections, and open connections belonging to the surviving appliances, are accelerated.

b) The bottom button should now be labeled Disable Group Mode. If it is not, enable group
mode by clicking the button.

7. Refresh the screen. The top of the page should list the group mode partners, but display warn‑
ings about their status, because they haven’t been configured for groupmode yet. For example,
it might indicate that the partner cannot be found or is running a different software release.

8. Repeat this procedure with the other members of the group. Within 20 seconds after enabling
the last member of the group, the Group Mode Status line should show NORMAL, and the other
groupmodemembers should be listed with Status: On‑Line and Configuration: OK.

Forwarding Rules

March 12, 2021

By default, the owner of a group‑mode connection is set by a hash of the source and destination IP
addresses. Each appliance in the group uses the same algorithm to determine which group member
owns a given connection. This method requires no configuration. The owner can optionally be speci‑
fied through user‑settable rules.

Because the group‑mode hash is not identical to that used by load balancers, about half of the traf‑
fic tends to be forwarded to the owning appliance in a two‑Appliance group. In the worst case, for‑
warding causes the load on the LAN‑side interface to be doubled, which halves the appliance’s peak
forwarding rate for actual WAN traffic.

This speed penalty can be reduced if the Primary or Aux1 Ethernet ports are used for traffic between
group members. For example, if you have a group of two appliances, you can use an Ethernet cable
to connect the two units’Primary ports, then specify the Primary port on the Group Mode page on
each unit. However, maximum performance is achieved if the amount of traffic forwarded between
the group‑modemembers is minimized.

The owner can optionally be set according to specific IP/port‑based rules. These rules must be iden‑
tical on all appliances in the group. Each member of the group verifies that its group‑mode config‑
uration is identical to the others. If not all of the configurations are identical, none of the member
appliances enter groupmode.

If traffic arrives first at the appliance that owns the connection, it is accelerated and forwarded nor‑
mally. If it arrives first at a different appliance in the group, it is forwarded to its owner over a GRE
tunnel, which accelerates it and returns it to the original appliance for forwarding. Thus, groupmode
leaves the router’s link selection unchanged.
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Using explicit IP‑based forwarding rules can reduce the amount of group‑mode forwarding. This is
especially useful in primary‑link/backup‑link scenarios, where each link handles a particular range of
IP addresses, but can act as a backup when the other link is down.

Figure 1. IP‑Based Owner Selection

Forwarding rules can ensure that groupmembers handle only their “natural”traffic. In many installa‑
tions, where traffic is usually routed over its normal link and only rarely crosses the other one, these
rules can reduce overhead substantially.

Rules are evaluated in order, from top to bottom, and the first matching rule is used. Rules are
matched against an optional IP address/mask pair (which is compared against both source and
destination addresses), and against an optional port range.

Regardless of the ordering of rules, if the partner appliance is not available, traffic is not forwarded to
it, whether a rule matches or not.

For example, in the figure below, member 172.16.1.102 is the owner of all traffic to or from its own
subnet (172.16.1.0/24), while member 172.16.0.184 is the owner of all other traffic.

If apacketarrivesatunit 172.16.1.102, and it isnotaddressed to/fromnet172.16.1.0/24, it is forwarded
to 172.16.0.184.

If unit 172.16.0.184 fails, however, unit 172.16.1.102 no longer forwards packets. It attempts to handle
the traffic itself. This behavior can be inhibited by clickingDoNOTAccelerateWhenMember Failure
Detected on the Group Mode tab.

In a setup with a primary WAN link and a backup WAN link, write the forwarding rules to send all
traffic to the appliance on the primary link. If the primary WAN link fails, but the primary appliance
does not, the WAN router fails over and sends traffic over the secondary link. The appliance on the
secondary link forwards traffic to theprimary‑link appliance, and acceleration continues undisturbed.
This configuration maintains accelerated connections after the link failover.

Figure 2. Forwarding Rules

Monitoring and Troubleshooting GroupMode

March 12, 2021

Two things should be checked in a group‑mode installation:

• That the two appliances have entered group mode, which can be determined on either appli‑
ance’s Configuration: Advanced Deployments: Group Mode page.
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• That the behavior of the group‑mode pair is as desired when the othermember fails, and when
oneof the links fail, as determinedbydisabling the other appliance and temporarily disconnect‑
ing one of the links, respectively.

Customizing the Ethernet ports

March 12, 2021

A typical appliance has four Ethernet ports: two accelerated bridged ports, called accelerated pair A
(apA.1 and apA.2), with a bypass (fail‑to‑wire) relay, and twounacceleratedmotherboard ports, called
Primary and Aux1. The bridged ports provide acceleration, while the motherboard ports are some‑
times used for secondary purposes. Most installations use only the bridged ports.

Some SD‑WAN units have only the motherboard ports. In this case, the two motherboard ports are
bridged.

Theappliance’s user interface canbeaccessedbyaVLANornon‑VLANnetwork. YoucanassignaVLAN
to any of the appliance’s bridged ports or motherboard ports for management purposes.

Figure 1. Ethernet Ports

Port List

The ports are named as follows:

Ethernet Port Name

Motherboard port 1 Primary (or apA.1 if no bypass card is present)

Motherboard port 2 Auxiliary1 or Aux1 (or apA.2 if no bypass card is
present)

Bridge #1 Accelerated Pair A (apA, with ports apA.1 and
apA.2)

Bridge #2 Accelerated Pair B (apB, with ports apB.1 and
apB.2)

Table 1. Ethernet Port Names
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HowHigh‑Availability ModeWorks

March 12, 2021

In a high availability (high availability) pair, one appliance is primary, and the other is secondary.
The primary monitors its own and the secondary’s status. If it detects a problem, traffic processing
fails over to the secondary appliance. Existing TCP connections are terminated. To ensure successful
failover, the two appliances keep their configurations synchronized. In aWCCPmode high availability
configuration, the appliance that is processing traffic maintains communication with the upstream
router.

Status monitoringWhen high availability is enabled, the primary appliance uses the VRRP protocol
to send a heartbeat signal to the secondary appliance once per second. In addition, the primary ap‑
pliancemonitors the carrier status of its Ethernet ports. The loss of carrier on a previously active port
implies a loss of connectivity.

Failover If the heartbeat signal of the primary appliance should fail, or if the primary appliance loses
carrier for five seconds on any previously active Ethernet port, the secondary appliance takes over,
becoming the primary. When the failed appliance restarts, it becomes the secondary. The new pri‑
mary announces itself on the network with an ARP broadcast. MAC spoofing is not used. Ethernet
bridging is disabled on the secondary appliance, leaving the primary appliance as the only path for
inline traffic. Fail‑to‑wire is inhibited on both appliances to prevent loops.

Warning

The Ethernet bypass function is disabled in high availabilitymode. If both appliances in an inline
high availability pair lose power, connectivity is lost. If WAN connectivity is needed during power
outages, at least one appliance must be attached to a backup power source.
Note

The secondary appliance in the high availability pair has one of its bridge ports, port apA.1, dis‑
abled to prevent forwarding loops. If the appliance has dual bridges, apB.1 is also disabled. In a
one‑arm installation, use port apA.2. Otherwise, the secondary appliance becomes inaccessible
when high availability is enabled.

Primary/secondaryassignment—If bothappliancesare restarted, the first one to fully initialize itself
becomes the primary. That is, the appliances have no assigned roles, and the first one to become
available takes over as the primary. The appliance with the highest IP address on the interface used
for the VRRP heartbeat is used as a tie‑breaker if both become available at the same time.

Connection terminationduring failover—Both accelerated andunaccelerated TCP connections are
terminated as a side effect of failover. Non‑TCP sessions are not affected, except for the delay caused
by the brief period (several seconds) between the failure of the primary appliance and the failover to
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the secondary appliance. Users experience the closing of open connections, but they can open new
connections.

Configuration synchronization—The two appliances synchronize their settings to ensure that the
secondary is ready to take over for the primary. If the configuration of the pair is changed through the
browser based interface, the primary appliance updates the secondary appliance immediately.

high availability cannot be enabled unless both appliances are running the same software release.

high availability in WCCPmode—When WCCP is used with an high availability pair, the primary ap‑
pliance establishes communication with the router. The appliance uses its management IP address
on apA or apB, not its virtual IP address, to communicate with the router. Upon failover, the new
primary appliance establishes WCCP communication with the router.

Cabling Requirements

March 12, 2021

The two appliances in the high availability pair are installed onto the same subnet in either a parallel
arrangementor aone‑armarrangement, bothofwhichare shown in the following figure. In aone‑arm
arrangement, use the apA.2 port (and, optionally, the apB.2 port), not the apA.1 port. Some models
require a separatemanagement LAN,whetherdeployed in inlineor one‑armedmode. This is depicted
only in the middle diagram.

Figure 1. Cabling for High‑Availability Pairs

Do not break the above topology with additional switches. Random switch arrangements are not
supported. Each of the switches must be either a single, monolithic switch, a single logical switch, or
part of the same chassis.

If the spanning‑tree protocol (STP) is enabled on the router or switch ports attached to the appliances,
failover will work, but the failover time may increase to roughly thirty seconds. Without STP, failover
time is roughly five seconds. Thus, to achieve the briefest possible failover interval, disable STP on
the ports connecting to the appliances.

Other Requirements

March 12, 2021

Both appliances in an high availability pair must meet the following criteria:

• Have identical hardware, as shown by on the System Hardware entry on the Dashboard page.
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• Run exactly the same software release.
• Be equippedwith Ethernet bypass cards. To determinewhat is installed in your appliances, see
the Dashboard page.

Appliances that do not support high availability display a warning on the Configuration: High Avail‑
ability page.

Management Access to the High‑Availability Pair

March 12, 2021

When configuring a high‑availability (high availability) pair, you assign the pair a virtual IP (VIP) ad‑
dress, which enables you tomanage the two appliances as if they were a single unit. After you enable
high‑availability mode, managing the secondary appliance through its IP address is mostly disabled,
withmost parameters grayedout. Awarningmessagedisplays the reasononevery page. Use thehigh
availability VIP for all management tasks. You can, however, disable the secondary appliance’s high
availability state from its management UI.

Configuring the High‑Availability Pair

March 12, 2021

You can configure two newly installed appliances as a high‑availability pair, or you can create an high
availability pair by adding a second appliance to an existing installation.

Prerequisites: Physical installation and basic configuration procedures

To configure high availability

1. Make sure that no more than one appliance is connected to the traffic networks (on the accel‑
erated bridges). If both are connected, disconnect one bridge cable from the active bridges on
the second appliance. This will prevent forwarding loops.

2. On theFeaturespageof the first appliance, disableTrafficProcessing. This disables acceleration
until the high availability pair is configured.

3. Repeat for the second appliance.
4. On the first appliance, go to the Configuration: Advanced Deployments: High Availability tab,

show below.
5. Select the Enabled Check box.
6. Click the Configure high availability Virtual IP Address link and assign a virtual IP address to the

apA interface. This address will be used later to control both appliances as a unit.
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7. Return to the High Availability page and, in the VRRP VRID field, assign a VRRP ID to the pair.
Although the value defaults to zero, the valid range of VRRP ID numbers is 1 through 255. Within
this range, you can specify any value that does not belong to another VRRP device on your net‑
work.

8. In the Partner SSL Common Name field, type the other appliance’s SSL Common Name, which
is displayed on that appliance’s Configuration: Advanced Deployments: High Availability tab,
in the Partner SSL Common Name field. The SSL credentials used here are factory‑installed.

9. Click Update.
10. Repeat steps 3‑8 on the second appliance. If you aremanaging the appliance via an accelerated

bridge (such as apA), youmay have to reconnect the Ethernet cable that you removed in step 1
to connect to the second appliance. If so, plug this cable in and disconnect the corresponding
cable on the first appliance.

11. With your browser, navigate to the virtual IP address of the high availability pair. Enable Traffic
Processing on the Features page. Any further configuration will be performed from this virtual
address.

12. Plug in the cable that was left disconnected.
13. On each appliance, the Configuration: Advanced Deployments: High Availability page should

now show that high availability is active and that one appliance is the primary and the other is
the secondary. If this is not the case, a warning banner appears at the top of the screen, indicat‑
ing the nature of the problem.

Figure 1. High‑availability configuration page

Updating Software on a High‑Availability Pair

March 12, 2021

Updating the SD‑WAN software on an high availability pair causes a failover at one point during the
update.

Note: Clicking the Update button terminates all open TCP connections.

To update the software on an high availability pair

1. Log on to both appliances.
2. On the secondary appliance, update the software and reboot. After the reboot, the appliance is

still the secondary. Verify that the installation succeeded. The primary appliance should show
that the secondary appliance exists but that automatic parameter synchronization is not work‑
ing, due to a version mismatch.
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3. On the primary appliance, update the software, and then reboot. The reboot causes a failover,
and the secondary appliance becomes the primary. When the reboot is completed, high avail‑
ability should become fully established, because both appliances are running the same soft‑
ware.

Saving/Restoring Parameters of an high availability Pair

March 12, 2021

The SystemMaintenance: Backup/Restore function can be used to save and restore parameters of an
high availability pair as follows:

To back up the parameters

Use the backup feature as usual. That is, log on to theGUI through the high availability VIP address (as
isnormalwhenmanaging thehighavailabilitypair) and, on theSystemManagement: Backup/Restore
page, click Download Settings.

To restore the parameters

1. Disable high availability on both appliances by clearing the Enabled check box on the Configu‑
ration: Advanced Deployments: High Availability (high availability) tab.

2. Unplug a network cable from the bridge of one appliance. (Call it “Appliance A.”)
3. Unplug the power cord from Appliance A.
4. Restore the parameters on the other appliance (Appliance B), by uploading a previously saved

set of parameters on the System Maintenance: Backup/Restore page and clicking Restore Set‑
tings. (Completing this operation requires a restart, which reenables high availability).

5. Wait for Appliance B to restart. It becomes the primary.
6. Restart Appliance A.
7. Log on to Appliance A’s GUI and reenable high availability on the Configuration: Advanced De‑

ployments: High Availability (high availability) tab. The appliance get its parameters from the
primary.

8. Plug in the network cable removed in step 2.

Both appliances are now restored and synchronized.
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Troubleshooting High Availability Pairs

March 12, 2021

If the appliances report any failure to enter high‑availability mode, the error message will also note
the cause. Some issues that can interfere with high‑availability mode are:

• The other appliance is not running.
• The high availability parameters on the two appliances are not identical.
• The two appliances are not running the same software release.
• The two appliances do not have the samemodel number.
• Incorrect or incomplete cabling between the appliances does not allow the high availability
heartbeat to pass between them.

• The high availability/Group Mode SSL Certificates on one or both appliances are damaged or
missing.

Two boxmode

March 12, 2021

Two boxmode is aWCCP one‑armbased deploymentwhere the SD‑WAN SE appliance acts as aWCCP
router and the SDWAN‑WANOP (4000/5000) appliances act as WCCP clients and help establish WCCP
convergence. Thisway all the virtual path/Intranet service orientedTCPpackets reaching the SD‑WAN
SE appliance get redirected to the SDWAN‑WANOP appliance for optimization benefits by providing
both SD‑WAN SE and WANOP benefits for the customer traffic.

Two Boxmode is supported only on the following appliance models:

• SD‑WAN SE appliances –4000, 4100, and 5100

• SD‑WANWANOP appliances –4000, 4100, 5000, and 5100

Note

High Availability and WCCP deployment modes are not accessible when Two Box mode is en‑
abled. However, these deployment modes are available for the user to administer.

Important

• Although the legacyWCCP deployment is disabledwhen Two BoxMode is enabled, the Ser‑
vice Group convergence can only be verified from the WCCP monitoring page. There is no
separate GUI page under the monitoring section for the Two Box Mode.
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• If WCCP process running on the Standard Edition appliance reboots multiple times within
a short interval of time, for example, 3 times in a minute then Service Group shuts down
automatically. In such scenario, to get the WCCP convergence on the WANOP appliance,
re‑enable the WCCP feature in the WANOP appliance web GUI.

• When there is a change in theWCCP configuration orWANoptimization related to configura‑
tion on the Standard Edition appliance, the external WANOP appliance reboots. For exam‑
ple, enabling/disabling theWCCP checkbox in the Interface Group of config editor followed
by Change Management process, restarts the WANOP appliance as well.

Note

Also, note the following points to consider when implementing the two box mode:

• When a routing domain is selected to be redirected to the WANOP appliance from the Con‑
figuration Editor, it should be added in the Interface Group for which WCCP is enabled.

• The same routing domain’s traffic should be selected on the partner site as well. For exam‑
ple,MCN > Branch01 to observe WAN optimization benefits.

• If a routing domain is selected in the interface group onwhichWCCP is enabled, another in‑
terface group which contains the bridged interfaces should have the same routing domain
configured. Only if WCCP enabled interface group has the routing domain configured it is
not enough to transmit the end‑to‑end traffic flowing with WAN optimization benefits.

Citrix SD‑WAN standard edition

To configure two‑box mode solution in the Standard Edition appliance at the DC or Branch site:

1. In the SD‑WAN SE web management interface, go to Configuration > Virtual WAN > Configu‑
ration Editor. Open an existing configuration package or create a package.

2. In the chosen configuration package, go to the Advanced tab to view the configuration details.

3. OpenGlobal settings andexpandRoutingDomains to view that theRedirect toWANOP check‑
box is enabled.

4. ExpandDC toenableWCCP for theVirtual Interfaceunder InterfaceGroup settings that signify
which virtual network interface the appliance is enabled for.

5. Expand Sites+ Add to view the Branch routing domain and interface group settings. Under the
Branch site, the Redirect to WANOP checkbox is enabled for Routing Domains.

Note

TheWCCP listener should be enabled only for those virtual network interfaces which have
only ONE Ethernet Interface configured. Do not enable the WCCP Listener on a BRIDGED
Pair. It is intended to be enabled on the ONE‑ARM interface between the SD‑WAN SE and

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 96



Citrix SD‑WANWANOP 11.1

SD‑WANWANOP appliances.

Citrix SD‑WANWANOP configuration

To configure two‑box deployment mode in the SD‑WANWANOP appliance web GUI:

1. In the SD‑WANWANOP webmanagement interface, go to Configuration > Appliance Settings
> Advanced Deployments > Two Box Solution.

2. Click the Edit icon to edit the two box mode settings. Information dialog about Cache IPs is
displayed. ClickOK.

3. Enable the Two Box Enabled checkbox.

4. Enter the Peer IP. Peer IP is the SD‑WAN Standard Edition appliance IP address.

5. Enter the user credentials and click Apply.

Two boxmode configuration andmanageability

Following are some of the two box mode configuration and manageability points to consider for de‑
ployment:

• SD‑WAN WANOP configurations mentioned below can be configured from SD‑WAN SE configu‑
ration editor as a unified pane

– SERVICE CLASS

– APPLICATION CLASSIFIER

– FEATURES

– SYSTEM TUNING

Monitoring

You can monitor SD‑WAN WANOP traffic directly using the Monitoring page of the SD‑WAN SE appli‑
ance’s web UI. This allows for a single panemonitoring of both the SDWAN‑SE and SDWAN‑WO appli‑
ances while processing data traffic. You can view the connection details, secure partner details, and
so on, under the WAN Optimization node in the SDWAN‑SE UI.
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Configuration

You can configure APPFLOW directly from the SDWAN‑SE Configuration page under APPFLOW node.
This enables SDWAN‑SE to act as a single pane for configuration of APPFLOW and other data process‑
ing configuration attributes such as Service Class, Application Classifiers. The configuration done on
the SDWAN‑SE reflects on the SDWAN‑WO configuration, maintaining seamless APPFLOW functional‑
ity support.

SD‑WANWANOP already discovered by Citrix Application Delivery Management (ADM), if used in Two
Box Mode, should be isolated and not configured using Citrix ADM until this mode is turned off. This
is because the configuration of WANOP for traffic processing ismanaged by the SD‑WAN SE appliance
in the Two Box Mode.

Advanced Optimizations or Secure Acceleration should be directly configured on the SDWAN‑SE ap‑
pliance like we would configure on the SDWAN‑WO appliance. This helps maintain a single pane of
configuration of configurations like Domain Join or Secure Acceleration/SSL Profile creation for Ad‑
vanced optimizations or SSL Proxy.

• Licensing should be separately managed for each of SD‑WAN SE and SD‑WAN WANOP appli‑
ances.

• Software Upgrade should be separately managed for each of SD‑WAN SE and SD‑WAN WANOP
appliances with the respective software packages. For example, tar.gz for SD‑WAN SE and up‑
grade upg for SD‑WANWANOP.

• Data path integration should be configured between SD‑WAN SE and External WANOP appli‑
ances through the WCCP deployment mode.

– At data path level both WCCP and Virtual WAN features are offered through data path inte‑
gration betweenWANOP and SE externally in one‑armmode to obtain optimization bene‑
fits.

Unified Configuration and Monitoring

When you enable the two box mode with SD‑WAN SE and SDWAN‑WANOP appliances, you can view
the configuration in the SD‑WAN SE appliance similar to how you can view two box configurationwith
the SD‑WAN‑EE appliance.

1. Go to Configuration > Virtual WAN >WANOptimization

2. Appflow node under Configuration > Appliance Settings

3. WAN Optimization node under Configuration.

This information is redirected from the SD‑WAN WANOP appliance which is in Two box mode
with the SD‑WAN SE appliance.
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Configuration related to WANOP, such as SSL Acceleration and AppFlow can now be performed
from SD‑WAN SE web GUI.

Traffic related statistics, such as Connections, Compression, CIFS/SMB, ICA Advanced, MAPI,
and partners can now be monitored from SD‑WAN SE web GUI under Monitoring > WAN Op‑
timization similar to the SD‑WAN Premium edition appliance.

Management IP Address Change for SD‑WANWANOP Appliance in Two Box Mode

To change the management IP address of SDWAN‑WANOP appliance in Two boxmode:

1. Execute command clear_wo_sync on the SD‑WAN SE appliance. It ensures that the SD‑WAN
WANOP IP address information is cleared for GUI redirection.

2. Disable andenable Twoboxmode config on theSD‑WANWANOPappliance. Thenew IPaddress
(changed IP) of SD‑WAN WANOP appliance is sent to SD‑WAN SE. The new changed IP address
is displayed in the URL redirection pages.

The management IP address is used for peer IP address configuration.

Disable two boxmode on SD‑WANWANOP appliance

To disable or decouple the SD‑WANWANOP and SD‑WAN SE appliances from the Two Boxmode:

1. Disable the Two Boxmode from SD‑WANWANOP appliance.

2. It is expected to see the SD‑WANWANOP appliance two boxmode pages in the SD‑WAN SEweb
GUI. To clear these pages, execute the command: clear_wo_sync.

FAQs

March 12, 2021

• Acceleration

• Compression

• CIFS and MAPI

• RPC over HTTP

• SCPS

• Secure Peering
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• SSL Accleration

• CitrixSD‑WANWANOP Plug‑in

• Traffic Shaping

• Upgrade

• Video Caching

• Office 365

Acceleration

March 12, 2021

Does acceleration use a tunnel?

No, acceleration is transparent, using the same IP addresses and port numbers as the original connec‑
tion. This allows your current monitoring methods to continue to work normally.

How does acceleration change the packet stream?

With non‑compressed connections, acceleration adds options to the packet’s TCP header, but leaves
the packet payload intact. These options allow the Citrix SD‑WAN WANOP devices at each end of the
connection to communicatewith eachother. In addition, theTCP sequencenumber is adjusted topre‑
vent routing issues or appliance failure frommixing accelerated packets and non‑accelerated packets
in the same connection.

With compressed connections, the payload is compressed, of course, and the output of the compres‑
sor is accumulated into full‑sized packets. The upshot is that, for example, 3:1 compression results in
one‑third asmany packets being transmitted, rather than the same number of packets, each reduced
to one‑third size. Compression also uses Citrix SD‑WAN WANOP TCP header options and sequence
number adjustment.

What are the basic requirements of acceleration?

Acceleration requires a Citrix SD‑WANWANOP device at both ends of the connection, the connection
must use the TCP protocol, and all packets for the connection must pass through both the Citrix SD‑
WANWANOP devices.

CIFS and MAPI

March 12, 2021
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Whatpre‑requisites are required tobefore configuringMAPI andSignedSMBonaCitrix SD‑WAN
WANOP appliance?

You must satisfy the following conditions before you configure MAPI and Signed SMB on a Citrix SD‑
WANWANOP appliance:

• The Secure Peer option should be set to True on client as well as server side appliance.

• Adelegateusermust beadded to thedata center side appliance and its status shouldbemarked
as “Success.”

• The data center side appliance must successfully join the domain.

• The DNS IP addressed configured on the server side appliance must be reachable.

Formore information, see Configure a Citrix SD‑WANWANOP appliance to optimize secureWin‑
dows traffic.

What do I need to configure on domain controller for a delegate user?

Youmust create a user on the domain controller before configuring delegation for the user on a Citrix
SD‑WANWANOP appliance.

Do I need to configure anything on DNS server?

Yes. On the DNS server, you must configure forward and reverse lookups for all IP address of the do‑
main controllers.

What do I need to verify before making the Citrix SD‑WAN WANOP appliance to join the do‑
main?

Before making the appliance to join the domain, verify the following:

• IP addresses configured to primary or secondary DNS servers should be reachable.

• Domain should be reachable.

• Resolved domain IP addresses should be reachable.

• Optionally, the status of the Pre Domain Join Check utility should pass.

How can I verify if the Citrix SD‑WAN WANOP appliance is ready to add a user as a delegate
user?

You can verify the user by using the Check delegate user utility on the Windows domain page. If the
status for all the parameters does not have any errormessages, the appliance is ready to add the user
as a delegate user.

If the utility displays any failures, you must address these before you add a user as a delegate user.
You can refer to the log to understand the test results.
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Are there any requirements for hostnameandhostname lengthof the server sideCitrix SD‑WAN
WANOP appliance?

On the server side Citrix SD‑WAN WANOP appliance, make sure that the host name is unique within
the network. Additionally, the length of the host namemust not be more than 15 characters.

Can I configure one‑way trust in the domain?

No. the client and the server must be the members of a domain that has two‑way trust with the do‑
main of the server side Citrix SD‑WAN WANOP appliance. The appliance does not support one‑way
trust.

Can I use Macintosh Outlook client and get acceleration benefits of the Citrix SD‑WAN WANOP
appliance?

No. MacintoshOutlook does not useMAPI as the communication protocol. Therefore, you cannot use
Macintosh Outlook in this setup.

Do IneedmakethebranchsideCitrixSD‑WANWANOPappliance join thedomain foraccelerating
encrypted MAPI?

No. You do not need to make the make the branch side Citrix SD‑WAN WANOP appliance join the
domain for accelerating encrypted MAPI.

Can I configure a Citrix SD‑WAN WANOP 2000 appliance with Windows‑Server on a data center
side for encrypted MAPI?

Yes. You can configure a Citrix SD‑WANWANOP 2000 appliance withWindows‑Server on a data center
side for encrypted MAPI.

When I make a Citrix SD‑WANWANOP appliance to join a domain and an NTP server configured
with a different time zone exists on the network, does the appliance synchronize timewith the
domain controller or the NTP server?

When you make the Citrix SD‑WAN WANOP appliance join a domain, the appliance always synchro‑
nized its time with the domain controller and not the NTP server.

On the Citrix SD‑WAN WANOP appliance, what is the default duration to clear the black listed
connection?

By default, the black listed connections are cleared in 900 seconds.

Which Outlook authentication mechanisms are supported on a Citrix SD‑WAN WANOP appli‑
ance?

Starting with release 6.2.4, the appliance supports Negotiate (default) and NTLM v2 Outlook authen‑
tication, but Kerberos authentication is not supported. However, release 6.2.3 and earlier releases
support only Negotiate Outlook authentication.

Does Citrix SD‑WANWANOP support Outlook Anywhere, RPC over HTTPS?
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Yes, starting with release 7.3.

Compression

March 12, 2021

What is the benefit of Citrix SD‑WANWANOP Compression?

While the basic mechanism of compression is to make data streams smaller, the benefit of this is to
make things faster. A smaller file (or a smaller transaction) takes less time to transfer. Size doesn’t
matter: the point of compression is speed.

How is compression benefit measured?

There are two ways of measuring compression benefit: time and compression ratio. The two are re‑
lated when theWAN link is the dominant bottleneck. Because the Citrix SD‑WANWANOP compressor
is very fast, compressing data in real time, a file that compresses by 5:1 transfers in one‑fifth the time.
This holds true until a secondary bottleneck is encountered. For example, if the client is too slow to
handle a full‑speed transfer, a 5:1 compression ratio delivers less than a 5:1 speedup.

How does compression work?

The compression engine retains data previously transferred over the link, with the more recent data
retained in memory and a much larger amount on disk. When a string that was transferred before is
encountered again, it is replaced with a reference to the previous copy. This reference is sent over
the WAN instead of the actual string, and the appliance on the other end looks up the reference and
copies it into the output stream.

What is themaximum achievable compression ratio?

The maximum achievable compression ratio on a Citrix SD‑WAN WANOP appliance is approximately
10,000:1.

What is the expected compression ratio?

Overall compression ratio is the average of all attempts to compress the data streams on the link.
Some compresses better than others, and some never compress at all. The appliance uses service
classes to prevent sending obviously uncompressible streams to the compressor. The effect of com‑
pression on different types of data varies as follows:

One‑time compressed or encrypted data –streams that are never to be seen again and have already
been compressed or encrypted, such as encrypted SSH tunnels and real‑time video camera monitor‑
ing –are not compress, since their data streams are never the same twice.

Compressedbinary data or encrypteddata that is seenmore than once compresses extremelywell on
the second and subsequent transfers, with compression ratios in the range of hundreds to thousands
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to one on these later transfers. On the first transfer, they do not compress. The average compression
ratio for such data is dependent on how frequently data is seen more than once. While individual
transfers sometimes show compression ratios over 1,000:1, averages for the compressed binary data
on the link averages between 1.5:1 and 5:1 on most links, with averages over 10:1 on some links, de‑
pending on the nature of the traffic.

Text streams and uncompressed/unencrypted binary data compress even on the first pass. Text
streams compresswell because even unrelated texts havemany substrings in common. This is true of
documents, source code, HTML pages, and so on. First‑pass compression on the order of 1.5:1 to 4:1
are common. On the second and subsequent passes, they compress almost as well as compressed
binary data (100:1 or more). Uncompressed binary data is variable, but often compresses better than
text. Examples of uncompressed binary data include CD images, executable files, and uncompressed
image, audio, and video formats. On the second and subsequent passes, they compress about as
well as compressed binary data.

Citrix Virtual Apps and Desktops data compresses especially well with file transfers, printer output,
and video, provided that the same data streams have traversed the link before. Because of protocol
overhead, peak compression is approximately 40:1, and average compression is likely to be in the
neighborhood of 3:1. Interactive data streams, such as screen updates), give compression results on
the order of 2:1.

What is the difference between caching and compression?

Caching saves entire, named objects on the client‑side appliance. The name may be a path and file‑
name in the caseof Filesystemcaching, or aURL in the caseofWebcaching. If you transfer an identical
object with a different name, the cache provides no benefit. If you transfer an object with the same
name as a cached object, but with slight differences in content, the cache provides no benefit. If the
object can be served from the cache, it is not fetched from the server.

Compression, on the other hand, has no concept of object names, and provided benefit whenever
a string in the transfer matches one that is already in compression history. This means that if you
download a file, change 1% of its content, and upload the new file, you might achieve 99:1 compres‑
sion on the upload. If you download a file and then upload it to a different directory on the remote
site, you might achieve a high compression ratio as well. Compression does not require file locking
and does not suffer from “staleness.”The object is always fetched from the server and is thus always
byte‑for‑byte correct.

RPC over HTTPS

March 12, 2021

Is it mandatory to create a service class to accelerate RPC over HTTPS connections?
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Creating a new service class is an optional task. You can use an existingHTTPS service class. However,
to create reports specifically for RPCoverHTTPS connections, youmust create anewservice class and
bind the SSL profile to it. If you do not want to create a service class for RPC over HTTPS connections,
you can bind the SSL profile you have created to the Web (Private‑Secure) service class.

I have not created any service class for the RPC over HTTPS applications. How will this affect
the reporting of the RPC over HTTPS connections?

When you upgrade the appliance to release 7.3, the RPC over HTTPS applications that are created do
not belong to any service class. As a result, all RPCoverHTTPS connections are listed as the TCPOther
connections in the reports. If you want to classify these connections as RPC over HTTPS connections,
youmust create a service class for these applications.

Is there a default service class for RPC over HTTPS on the appliance?

No. The appliance has only default applications, and not default service classes. Youmust create the
service class for an application.

Does the appliance provide any SSL compression benefits to the RPC over HTTPS connec‑
tions?

No. The appliance does not provide any SSL compression benefits to the RPC over HTTP connections.
Compression benefits are available only for encryption and decryption of HTTPS traffic.

Similar to MAPI, does the appliance optimize latency for RPC over HTTPS connections?

No. The appliance does not optimize latency for RPC over HTTPS.

Is MAPI over HTTP different from RPC over HTTPS?

Yes. MAPI over HTTP is a new protocol supported on Microsoft Exchange Server 2013 SP1 or later.

What is the difference between RPC over HTTPS settings on client‑side and server‑side Citrix
SD‑WANWANOP appliances?

Except for creating a service class and adding RPC over HTTPS applications to it, you do not need any
additional configuration on a client‑side Citrix SD‑WANWANOP appliance.

What happens if I configure the SSL profile in transparent proxymode?

SomeExchange servers requireTLS session ticket support. Toaccelerate connections to these servers,
you need to create an SSL profile with split proxy, because transparent proxymode does not support
TLS session tickets.

If a loadbalancing setup is used for theMicrosoftExchangeServer,whichdestination IPaddress
should I add to the filter rule when creating an RPC over HTTPS service class?

If you are using a load balancing appliance, add its virtual IP (VIP) address to the filter rule when cre‑
ating an RPC over HTTP service class.
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How can I differentiate between the MAP and RPC over HTTPS traffic in the Outlook (MAPI)
page?

Youcandifferentiate the trafficbasedonapplications shownon theOutlook (MAPI) page. For example,
MAPI and RPC over HTTPS are used for the following applications:

• MAPI: MAPI and eMAPI

• RPC over HTTPS: HTTP MAPI, HTTP eMAPI, HTTPS MAPI, and HTTPS eMAPI

SCPS

March 12, 2021

What is SCPS protocol?

Space Communications Protocol Standard (SCPS) protocol is a variant of the TCP protocol.

What is the use of SCPS protocol?

SCPS protocol is used in satellite communication and similar applications.

Is SCPS protocol supported on a Citrix SD‑WANWANOP appliance?

Yes. The Citrix SD‑WAN WANOP appliance supports SCPS protocol and accelerate data transferred
using this protocol.

Can I use an SCPS‑enabled appliance with a non‑SCPS‑enabled appliance?

Yes. If you must mix SCPS‑enabled appliances with non‑SCPS‑enabled appliances, deploy them in
such a way that mismatches do not occur. You can either use IP‑based service class rules or arrange
the deployment so that each path has matching appliances.

What happens if I use an SCPS‑enabled appliance at one end non‑SCPS‑enabled appliance on
the other end of the link?

If the appliance on one end of the connection has SCPS enabled and one does not, retransmission
performance suffers. This condition also causes an “SCPS Mode Mismatch”alert.

What is the difference between the behavior of a SCPS‑enabled appliance and default appli‑
ance?

The main difference between a SCPS‑enabled and the default appliance behavior is that SCPS‑
style “selective negative acknowledgements”(SNACKs) are used instead of standard selective
acknowledgements (SACKs).

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 106



Citrix SD‑WANWANOP 11.1

Secure peering

March 12, 2021

Which Citrix SD‑WANWANOP features required secure peering?

You need to establish secure peering between Citrix SD‑WAN WANOP appliances at two ends of the
link when you intend to use any of the following features:

• SSL compression

• Signed CIFS support

• Encrypted MAPI support

Do I need to consider anything before configuring a secure tunnel?

Yes. You must order and receive a crypto license before you can configure a secure tunnel between
the Citrix SD‑WANWANOP appliances at to ends of the link.

What happens when you enable secure peering on an appliance at one end of the link?

Whenyouenable securepeeringonaCitrix SD‑WANWANOPappliance at one endof the link, theother
appliance detects it and attempts to open an SSL signaling tunnel. If the two appliances successfully
authenticate each other over this tunnel, the appliances have a secure peering relationship. All accel‑
erated connections between the two appliances are encrypted, and compression is enabled.

What happens when I do not enable secure peering on the partner appliance?

When an appliance has secure peering enabled, connectionswith a partner for which it does not have
a secure peer relationship are not encrypted or compressed, though TCP flow‑control acceleration is
still available. Compression isdisabled toensure thatdata stored incompressionhistory fromsecured
partners cannot be shared with unsecured partners.

Why do I need a keystore password?

You need a keystore password to access the security parameters. This password is different from the
administrator’s password and allows security administration to be separated from other tasks. If the
keystore password is reset, all existing encrypted data and private keys are lost.

To protect data even if the appliance is stolen, the keystore password must be reentered every time
the appliance is restarted. Until this is done, secure peering and compression are disabled.

Does the Citrix SD‑WAN WANOP appliance I received from Citrix contain keys and certificate to
set up secure tunnel?

No. Citrix SD‑WANWANOPproducts are shippedwithout the required keys and certificates for the SSL
signaling tunnel. Youmust generate them yourself.
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SSL Acceleration

March 12, 2021

Does acceleration use a tunnel?

No, acceleration is transparent, using the same IP addresses and port numbers as the original connec‑
tion. This allows your current monitoring methods to continue to work normally.

How does acceleration change the packet stream?

With non‑compressed connections, acceleration adds options to the packet’s TCP header, but leaves
the packet payload intact. These options allow the Citrix SD‑WAN WANOP devices at each end of the
connection to communicatewith eachother. In addition, theTCP sequencenumber is adjusted topre‑
vent routing issues or appliance failure frommixing accelerated packets and non‑accelerated packets
in the same connection.

With compressed connections, the payload is compressed, of course, and the output of the compres‑
sor is accumulated into full‑sized packets. The upshot is that, for example, 3:1 compression results in
one‑third asmany packets being transmitted, rather than the same number of packets, each reduced
to one‑third size. Compression also uses Citrix SD‑WAN WANOP TCP header options and sequence
number adjustment.

What are the basic requirements of acceleration?

Acceleration requires a Citrix SD‑WANWANOP device at both ends of the connection, the connection
must use the TCP protocol, and all packets for the connection must pass through both Citrix SD‑WAN
WANOP devices.

Citrix SD‑WANWANOP plug‑in

March 12, 2021

Whatmethods can I use to the install the Citrix SD‑WANWANOP plug‑in onmy computer?

You can use any of the following methods to install the Citrix SD‑WAN WANOP plug‑in on your com‑
puter:

• Standalone installation: Run the Microsoft Installer (msi) file.

• Silent installation: Run the following command:

*\> msiexec.exe /i path\\CitrixSD-WANWANOPPluginReleasex64-\<
Release\\_Nunmer\> /qn*
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• Remote installation: Install the Citrix SD‑WAN WANOP plug‑in remotely from Citrix Receiver.
This installation is done using the merchandising server.

Can I customize the Citrix SD‑WANWANOP plug‑in installer?

Yes. You can customize the signaling IP address and disc based compression (DBC) size with the msi
file for the Citrix SD‑WANWANOP plug‑in.

What are the minimum hardware requirements for installing the Citrix SD‑WAN WANOP plug‑
in?

For the Citrix SD‑WANWANOP plug‑in, your computer should meet the following requirements:

• Pentium 4 class CPU

• Minimum 4 GB of RAM

• Minimum 2 GB for free hard disk space

Onwhich operating systems can I install the Citrix SD‑WANWANOP plug‑in?

You can install the Citrix SD‑WANWANOP plug‑in on the following operating systems:

Operating System Edition Version

Windows XP Home, Professional 32‑bits

Windows Vista Home Basic, Home Premium,
Business, Enterprise, Ultimate

32‑bits

Windows 7 Home Basic, Home Premium,
Business, Enterprise, Ultimate

32‑bits, 64‑bits

Windows 8 Professional, Enterprise 32‑bits, 64‑bits

Windows 10 Professional, Enterprise 32‑bits, 64‑bits

What precautions should I take before installing the Citrix SD‑WANWANOP plug‑in?

Before you install the Citrix SD‑WAN WANOP plug‑in on your computer, take the following precau‑
tions:

• Depending on your operating system version, download either 32‑bit or 64‑bit Citrix SD‑WAN
WANOP installer version.

• You cannot install the Citrix SD‑WANWANOP plug‑in on a compressed drive or folder.

• Make sure that the computer has sufficient free disk space.

• You cannot downgrade the Citrix SD‑WAN WANOP plug‑in release. If you want to use an earlier
Citrix SD‑WANWANOP release, youmust uninstall the current release and then install an earlier
release.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 109



Citrix SD‑WANWANOP 11.1

Which Citrix SD‑WANWANOP appliances support the Citrix SD‑WANWANOP plug‑in?

The following Citrix SD‑WANWANOP appliances support the Citrix SD‑WANWANOP plug‑in:

• SD‑WANWANOP 2000

• SD‑WANWANOP 2000 appliance with Windows Server

• SD‑WANWANOP 3000

• SD‑WANWANOP 4000

• SD‑WANWANOP 5000

Which Citrix SD‑WANWANOP appliances do not support the Citrix SD‑WANWANOP plug‑in?

The following Citrix SD‑WANWANOP appliances do not support the Citrix SD‑WANWANOP plug‑in:

• SD‑WANWANOP 400

• SD‑WANWANOP 700

• SD‑WANWANOP 800

• SD‑WANWANOP 1000 with Windows Server

Do I need to install a Concurrent (CCU) license on Citrix SD‑WAN WANOP 2000, 3000, and VPX
appliances to use the Citrix SD‑WANWANOP plug‑in?

Yes. You must install a CCU license on Citrix SD‑WAN WANOP 2000, 3000, and VPX appliances to use
the Citrix SD‑WANWANOP plug‑in.

Do I need install a CCU license on Citrix SD‑WAN WANOP 4000 and 5000 appliances to use the
Citrix SD‑WANWANOP plug‑in?

No. You do not need to install a CCU license on Citrix SD‑WAN WANOP 4000 and 5000 appliances to
use the Citrix SD‑WAN WANOP plug‑in. The appliance base license is sufficient for the Citrix SD‑WAN
WANOP plug‑in to connect to these appliances.

What are the Citrix recommendations for accelerating subnets?

Citrix recommends following for accelerating subnets:

• Never use ALL/ALL for acceleration configuration. Specify the subnets on the basis of the re‑
quirements.

• Do not configure acceleration for the Citrix Gateway VIP address.

Is the Citrix SD‑WANWANOP plug‑in supported onWindows thin clients?

No. The Citrix SD‑WANWANOP plug‑in is not supported on Windows thin clients.

WhichCitrixReceiver andCitrixGateway releases are supportedwith theCitrix SD‑WANWANOP
plug‑in?
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The Citrix SD‑WANWANOP plug‑in supports Citrix Receiver 4.1 and Citrix Gateway 10.5 releases.

Which Citrix SD‑WAN WANOP features are not supported with the Citrix SD‑WAN WANOP plug‑
in?

The Citrix SD‑WANWANOP plug‑in does not support the following Citrix SD‑WANWANOP features:

• Video Caching

• Traffic Shaping

• IPv6

Do I need to configure acceleration rules on a Citrix SD‑WANWANOP 4000 or 5000 appliance for
the Citrix SD‑WANWANOP plug‑in to work with it?

Yes. You must configure acceleration rules on a Citrix SD‑WANWANOP 4000 or 5000 appliance for the
Citrix SD‑WANWANOP plug‑in to work with it.

What is the significance of signaling‑channel source filtering?

Byusing signaling‑channel source filtering, youcaneither allowordenya specific subnetor IPaddress
the ability to connect to the appliance and fetch acceleration rules. The denied source subnet cannot
establish signaling connections and accelerate the traffic.

What is the significance of LAN detection?

When you enable LAN detection, it prevents traffic acceleration when the Citrix SD‑WANWANOP plug‑
in and appliance are on the same LAN. Local acceleration is not desirable, because applying the band‑
width limit of the appliance to the local connection might reduce the speed of the local traffic.

To accelerate traffic, what is theminimum recommended RTT value between the Citrix SD‑WAN
WANOP plug‑in and appliance?

Citrix recommends that you configure an RTT value that is greater than any RTT (ping time) on the
local LAN, but less than the RTT for any remote user. The default value of 20milliseconds is adequate
for most networks.

What conditions should I consider when defining acceleration rules for the Citrix SD‑WAN
WANOP plug‑in?

Consider the followingconditionswhendefiningacceleration rules for theCitrix SD‑WANWANOPplug‑
in:

• Define acceleration rules for all subnets that are local to the appliance. These subnets are the
LAN subnets at the site where the appliance is installed.

• If there are any destination IP addresses that are not part of the LAN, add exclude rules for these
IP addresses. Make sure that the rules for excluding IP addresses precede the rules for acceler‑
ating traffic for subnets. This includes subnets at remote sites with IP addresses that appear
local.
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• If you have installed the appliance in inline mode with a VPN and it is operating in transparent
mode, you can configure the appliance to accelerate all enterprise traffic, not just the traffic
originated by or destined to the local site. In this case, the only accelerated connections are
between the Citrix SD‑WAN WANOP plug‑in and VPN. Acceleration of the traffic between the
Citrix SD‑WANWANOP plug‑in and the VPN is optimal.

Where are the Citrix SD‑WANWANOP plug‑in crash and trace files stored on the computer?

The crash and trace files of the Citrix SD‑WANWANOP plug‑in are stored in the following folders:

• Crash files: C:/ProgramFiles/Citrix/Citrix SD‑WANWANOP

• Trace files: C:/Users/admin/AppData/Local/Temp

How does the Citrix SD‑WANWANOP plug‑in connect to a high availability pair?

The Citrix SD‑WAN WANOP plug‑in always connects to the same signaling IP address. The signaling
IP address is bound to only the primary appliance of the high availability pair, not to the secondary
appliance. Therefore, the Citrix SD‑WANWANOP plug‑in always connects to the primary appliance of
the high availability pair.

Which deploymentmodes does the Citrix SD‑WANWANOP plug‑in support?

The Citrix SD‑WANWANOP plug‑in supports the following deployment modes:

• Inline.

• WCCP.

• High Availability.

• Citrix SD‑WANWANOP plug‑in with NAT deployment.

• Citrix SD‑WAN WANOP plug‑in with Citrix SD‑WAN WANOP appliance in WCCP mode using ICA
proxy.

• CitrixSD‑WANWANOPplug‑inwithCitrixSD‑WANWANOP4000or5000appliance. In thisdeploy‑
ment, the management port (0/1) is connected to themanagement network, and the signaling
IP address is on a different network.

How do packets flow in transparent and redirector modes?

In transparent mode, the Citrix SD‑WAN WANOP appliance does not change the source IP address of
the packet. In redirector mode, the Citrix SD‑WANWANOP appliance proxies servers and changes the
IP address of the packets.

Note

Citrix recommends transparent mode for the production deployment.
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Howcan I establisha secure tunnelbetween theCitrixSD‑WANWANOPplug‑inandappliance?

To establish a secure tunnel between the Citrix SD‑WANWANOP plug‑in and appliance, complete the
following procedure:

1. On the Citrix SD‑WANWANOP plug‑in user interface, open the Certificates tab.

2. Select the CA Certificate option.

3. Click Import and upload the relevant CA certificate.

4. Select a Certificate Store where you want to store the certificate.

5. Select the Client Certificate option.

6. Click Import.

7. Select appropriate certificate formats and upload the relevant certificates.

8. Store the certificates in a Certificate Store.

9. If the private key is password protected, enter the password to decrypt the private key.

10. You must upload the same CA certificate and key pair to the appliance to establish a secure
tunnel.

How can I verify that a secure tunnel is established?

To verify that a secure tunnel is established, complete the following procedure:

1. The computer where you have installed the Citrix SD‑WAN WANOP plug‑in, run the following
command:

*\> telnet localhost 1362*

2. On the console, run the following command:

*\> showtunnels*

Following is sample output of the command. If the output includes the text secure in the Con‑
nected Available section, a secure tunnel has been established. If a secure tunnel is not estab‑
lished, the text reads cleartext.

1 ```
2 Showtunnels
3 Message Tunnels:
4 Connected Available:
5 172.16.9.100 auto,secure,client,initiator,configured
6 CN: mike.199.130
7
8
9 Connected Available : 1

10 Clients: 1 peers: 0
11 <!--NeedCopy--> ```

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 113



Citrix SD‑WANWANOP 11.1

For more information on Citrix SD‑WANWANOP plug‑in, see Citrix SD‑WANWANOP Plug‑in.

Traffic shaping

March 12, 2021

What is Citrix SD‑WANWANOP Traffic Shaping?

Citrix SD‑WANWANOP traffic shaping uses a group of policies to set the priority of different link traffic
and send traffic onto the link at a rate close to, but no greater than, the link speed. Unlike acceleration,
which applies only to TCP/IP traffic, the traffic shaper handles all traffic on the link.

What is the benefit of traffic shaping?

Traffic shapinguses scarce link resources according to thepolicies you set, so that traffic that is known
to be important will receive more bandwidth than traffic that is known to be unimportant.

How does the traffic shaper interact with Citrix Virtual Apps and Desktops traffic?

The Citrix SD‑WAN WANOP device parses the Virtual Apps/Virtual Desktops data stream and is aware
of thedifferent types of traffic and its priorities, favoringhigh‑priority traffic. It is the only product that
can prioritize encrypted ICA streams and provide native support for MultiStream ICA, which divides a
user’s session into up to four connections with different priorities.

What is weighted fair queuing?

A Citrix SD‑WAN WANOP appliance uses weighted fair queuing, which provides a separate queue for
each connection. With fair queuing, a too‑fast connection can overflow only its own queue. It has no
effect on other connections.

What is the difference betweenweighted and non‑weighted fair queuing?

Weighted fair queuing includes the option of giving some traffic a higher priority (weight) than others.
Traffic with a weight of two receives twice the bandwidth of traffic with a weight of one. In a Citrix
SD‑WANWANOP configuration, the weights are assigned in traffic‑shaping policies.

What is a link definition?

A link definition specifies which traffic is associated with the defined link, the maximum bandwidth
to allow for traffic received on the link, and themaximumbandwidth for traffic sent over the link. The
definition also identifies traffic as inbound or outbound and as WAN‑side or LAN‑side traffic.

What are the benefits for link definition?

Linkdefinitionsenable theappliance toprevent congestionand lossonyourWAN linksand toperform
traffic shaping. The definition also identifies traffic as inbound or outbound and as WAN‑side or LAN‑
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side traffic. All traffic flowing through the appliance is compared to your list of link definitions, and
the first matching definition identifies the link to which the traffic belongs.

I have not configured any service classwith Default Policy. However, the traffic shaping reports
displays a large amount of traffic represented by Default Policy. Have I configured something
incorrectly?

No. There is no issuewith your configuration. Traffic shaping is only applicable to theWAN link. Traffic
on the LAN or any other link is represented by Default Policy.

For example, consider a configuration where you create a service class, such as Manage‑
ment_Service_Class, that has the management subnet as the destination IP address and you
bind a custom traffic shaping policy to this service class. In this case, when there is no traffic onWAN,
you can notice that themanagement traffic is classified as Management_Service_Class in the service
class report. However, in the Traffic Shaping Policy report, entries for Default Policy still exist that
youmight expect to exist as custom traffic shaping policy.

In the Traffic Shaping Policy report, the appliance does not use customized traffic shaping policy for
the Management_Service_Class policy and applies Default Policy. To avoid this confusion, you can
clear the All other option or define the LAN type link for the management interface.

Upgrade (OS) Process

March 12, 2021

The newWANOP OS Kernel upgrade is supported fromwhich SD‑WAN release?

Citrix SD‑WAN release 10.1 and later.

Is the newOS supported on all SD‑WAN platforms?

Yes. The OS upgrade is supported on all SD‑WANWANOP (VPX, Physical, Cloud), and Premium/Enter‑
prise edition appliances.

What are the WANOP VPX profiles (RAM/Disk/vCPU) that are supported with release 10.1?

• 6GB RAM, 100GB Disk and 2 vCPUs
• 6GB RAM, 250GB Disk and 2 vCPUs
• 8GB RAM, 500GB Disk and 4 vCPUs
• 16GB RAM, 500GB Disk and 4 vCPUs

What are the key feature differences betweenWANOP runningwith release 10.0 or lower versus
10.1?
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Feature 10.0 or earlier 10.1 or later Comments

Video Caching support
on WANOP

supported Not supported none

Minimum RAM
requirement for
WANOP VPX

4GB RAM 6GB RAM none

WANOP VPX
deployment wizard

supported Not supported none

Primary / apA Adapter
Management IP
address for WANOP
VPX

DHCP is disabled by
default

DHCP is enabled by
default

none

Upgrade support on
existing standalone
WANOP VPX on Citrix
Hypervisor

supported not supported. Fresh
SD‑WAN 10.1 XVA
image should be
imported

none

Upgrade support on
Physical WANOP
platform that have
Citrix Hypervisor 6.0
Hypervisor version
(Platforms that are
shipped with 7.2.2 or
earlier factory base
image version would
have Citrix Hypervisor
6.0 version) release
10.1

supported You have to upgrade
Citrix Hypervisor to 6.5
version (using WANOP
Citrix Hypervisor 6.5
upgrade bundle) and
then performWANOP
10.1 upgrade

Clicking on
“Configuration”GUI,
would display Citrix
Hypervisor hypervisor
version

Upgrade ofWANOP VPX running on standalone Citrix Hypervisor (withWObuild 10.0 or earlier)
to 10.1 version is that supported, If not, why?

This upgrade is not supportedbecauseof PV toHVMconversion. Youhave toprovision a freshSD‑WAN
release on 10.1 Citrix Hypervisor WANOP VPX using the XVA image.

Upgrade of WANOP VPX running on standalone ESXi / Hyper‑V (with WO build 10.0 or earlier) to
10.1 version is that supported, If not, why?

This upgrade is supported. Before upgrade, please be aware of the new RAM resource requirement
changes.
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Upgrade of WANOP on physical appliance (with WANOP build 10.0 or earlier) to 10.1 version is
that supported, If not, why?

This upgrade is supported. Prerequisite for this upgrade is to have the hosting Citrix Hypervisor Hy‑
pervisor (on physical SD‑WAN appliance) to have Citrix Hypervisor version 6.2 / 6.5 or higher version.
This can be verified by using the Configuration tab.

If the physical WANOP appliance is not running with Citrix Hypervisor 6.2 / 6.5 or higher, what
does the user have to perform?

You have to upgrade Citrix Hypervisor, before upgrading SD‑WANWO version.For example, in this be‑
low use case, let us consider planning to upgrade SD‑WAN 800 WANOP platform running with 7.2.2
(that has Citrix Hypervisor 6.0 version).

1. While upgrading this appliance to SD‑WAN 10.1 release, the following error message would oc‑
cur.

2. Upgrade Citrix Hypervisor to 6.5, using “ns‑sdw‑xen65‑pkg_v1.5.upg”(this can be downloaded
from Citrix Download website.
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3. If SD‑WAN WO does not have 9.0 or later version, then upgrade to Citrix Hypervisor 6.5 would
not happen. The below error message would appear.

4. Let us assume, the user have upgraded the WO version to 10.0.2 now.
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5. Now, upgrade Citrix Hypervisor to 6.5, using “ns‑sdw‑xen65‑pkg_v1.5.upg”.
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6. Now, upgrade SD‑WAN to 10.1 release.
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Client to Server ICMP Ping is working fine, but TCP traffic is not going through the WANOP VPX
appliance (disabling WANOP traffic processing works fine)?

Check the firewall settings on the Client, Server and Router.
WhenWANOP VPX or Client/Server are hosted as VM,make sure that checksum is disabled on the end
hosts VM.

1 Example Linux Commands:
2 ethtool -K eth0 tx off
3 ethtool -K eth0 rx off
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4 ethtool --offload eth0 tx off
5 ethtool --offload eth0 rx off

Enable the “Checksum.SendForceSW”parameter on both WO VPXs should be “ON”.

1 Example:
2 Checksum.SendForceSW on

Is thereanychange toSDWANSE/EE/WOApplianceupgradeprocessdue tonewWOOSKernel?

No.

Video caching

March 12, 2021

How is video caching different from Disk Based Compression?

With caching, a local copy of the cached object is served by the local appliance, without downloading
it again from the remote server. Caching does not require an appliance on both ends of the link, just
on the local end. With compression, a remote copy of the object is served by the remote server. The
remote (server‑side) appliance compresses it, reducing its size, and therefore, increasing its transmis‑
sion speed, and the local (client‑side) appliance decompresses it.

Compression works on both modified and unmodified objects. If a file changes by 1% on the server,
the next transfer achieves up to 99:1 compression.

Cachingworks only onunmodified objects. If a file changes by 1%on the server, the newversionmust
be downloaded in its entirety. Caching and compression are complementary technologies, because
anything that is not cached, is compressed, achieving the benefits of both.

Can I partition the appliance’s total memory between the video cache and other Citrix SD‑WAN
WANOP features?

No. Cache partition andmemory required are not configurable.

What are the supported video container formats?

Video caching is independent of codec format and supports all major container formats.

Can I activate caching for internal and external enterprise videos onmy own sites?

Yes. If access to these videos is through HTTP, you can configure these sites for caching.

Can I configure themaximum size for a cached object?

Yes. An object larger than the limit that you configure is not be cached. To set this limit, navigate to
Configuration > Optimization Rules > Video Caching and select the value from the available lim‑
its.
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How does video caching improve the user experience?

Caching improves theuser experience for videos that are viewedmore thanonce, especially on slower
links. The first viewer of a given video stream does not benefit from the video caching feature, but
subsequent views are delivered at the LAN speed from the Citrix SD‑WANWANOP appliance, with the
additional benefit of reduced WAN usage.

In addition, if a second user requests the same video while it is still being streamed for the first user,
the second user will receive the cached copy.

Unlike normal Citrix SD‑WAN WANOP TCP operation, where the appliance preserves the original
source and destination IP addresses, the appliance replaces the client’s source address with IP
address assigned to the accelerated bridge, so all HTTP traffic passing through the appliance appears
to originate from the appliance itself.

Which Citrix SD‑WANWANOP appliances support Video Caching?

The following appliances support the video caching feature:

• SD‑WANWANOP 800 appliance with all bandwidth license models.

• SD‑WANWANOP 1000 appliance with Windows Server, with all bandwidth license models.

• SD‑WANWANOP 2000 appliance with all the bandwidth license models.

• SD‑WANWANOP 2000 appliance with Windows Server, with all bandwidth license models.

• SD‑WANWANOP 3000 appliance with all the bandwidth license models.

For video caching, which deployment modes are the supported on a Citrix SD‑WANWANOP ap‑
pliance?

• Supported deployment ‑ Inline Virtual Inline, VLAN, and WCCP

• Not supported features ‑ Citrix SD‑WANWANOPhigh availability, GroupModes, andDaisy Chain‑
ing

Which file extensions are supported for video caching?

The video file name must have one of the following extensions: .3gp, .avi, .dat, .divx, .dvx, .dv‑avi,
.flv, .fmv, .h264, .hdmov, .m15, .m1v, .m21, .m2a, .m2v, .m4e .m4v, .m75, .moov, .mov, .movie, .mp21,
mp2v, .mp4, .mp4v, .mpe, .mpeg, mpeg4, mpg, mpg2, .mpv, .mts, .ogg, .ogv, .qt, .qtm, .ra, .rm, .ram,
.rmd, .rms, rmvb, .rp, rv, .swf, .ts, .vfw, .vob, .webm, .wm, .wma, .wmv, and .wtv.

Can I enable the video caching feature on an unsupported Citrix SD‑WANWANOP platform?

No. The Video Caching feature cannot be used on unsupported platforms.

What are the minimum configuration and other prerequisites for enabling the video caching
feature?

To enable the video caching feature, youmust:
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• Assign a valid IP address and gateway to the apA interface and, if present, to the apB interface.

• On the appliance, configure a valid DNS server that can resolve to www.citrix.com.

• Have at least one application in the Selected Video Caching Applications list.

• Check the Citrix SD‑WANWANOP GUI alerts/notification of existing configuration alerts.

Can the Citrix SD‑WANWANOP plug‑in use the Video Caching feature?

No. You cannot use the Video Caching feature with Citrix SD‑WANWANOP plug‑in.

What are the supported browsers and devices?

Video caching supports the Internet Explorer, Firefox, and Chromebrowsers. Videos can be viewedon
Windows 7 or 8, Apple iPad, and Android iOS devices.

Does the Citrix SD‑WANWANOP appliance support video caching for all video websites?

No. Thevideowebsite is availableandadded fromtheSupportedApplication liston theVideoCaching
configuration page. By default the supported applications include YouTube, Vimeo, Youku, Dailymo‑
tion and Metacafe. You can add other websites by specifying their IP addresses, if they do not use
caching avoidance mechanisms, such as adding random characters to URLs.

Is the SNMPmonitoring supported for video caching?

Yes. You can use SNMPMIBs to monitor video caching specific tasks.

Is video caching supported for non‑HTTP traffic?

No. Video Caching is not supported for non‑HTTP traffic, such as HTTPs, RTSP, and RTMP.

Can I use video caching with HTTP traffic sent to a port other than port 80?

Yes. For video caching, you can add customized ports to the appliance. To add customized ports for
video caching, navigate to the Configuration > Optimization Rules > Video Caching page and click
the Global Settings link on the Settings tab.

CanCitrix SD‑WANWANOPcompression (using anHTTPService Class policy) be usedwith Video
Caching?

Yes. When the cached objects are present in both Citrix SD‑WANWANOP compression history and the
video cache, the content is served from the cache on a cache hit, and fetched from the server (and
compressed) on a cachemiss.

Does an existing HTTP Application which requires IP address configuration when there is a
transparent proxy, require any changes?

Yes. Citrix SD‑WAN WANOP performs HTTP transparent proxying, in which it replaces the Source IP
address of the packet. Therefore, if the existingHTTPapplication has certain policies (such as to block
certain IP addresses or Proxy mechanisms), those policies have to be changed.
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What are the systemmemory and connection limits for the HTTP proxy connection?

To determine the limits, check the graphs and statistics on the Video Caching Debug page (sup‑
port.html). Additionally, verify that the Videocaching.cmd stats info command shows the following
information.

SD‑WAN
WANOP 800

SD‑WAN 1000
with Widows
Server

SD‑WAN 2000
with Widows
Server SD‑WAN 2000 SD‑WAN 3000

Disk 25 GB 25 GB 50 GB 50 GB 99 GB

RAM 375 MB 375 MB 700 MB 700 MB 1024 MB

Total HTTP
Connections
limit

1000 1000 1500 1500 3000

Maximum
HTTPWrite
limit

200 200 300 300 600

After the above HTTP connection limits are reached,new connections are bypassed.

Note

Make sure that you do not change the above configuration.

Does the Monitoring page for video caching include only video traffic?

Yes. Non‑video HTTP traffic (even though it is intercepted by the proxy), is not included in the video
caching GUI statistics.

Do I need to configure apA as well as apB interfaces with a valid IP address on a Citrix SD‑WAN
WANOP appliance?

No. Youdonotneed toassignavalid IPaddress toboth the interfaces. HTTPpackets received fromthe
apA interface are proxied with the apA IP address, and HTTP packets received from the apB interface
are proxied with the apB IP address.

If you do not configure an IP address for an interface, the HTTP packets received on that interface do
not get the caching benefit.

What is theminimum andmaximum limit for the size of a video file that can be cached?

• Minimum: 100 KB

• Maximum: 300 MB

• Default: 100 MB
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How is the video caching disk cleared?

Cached objects are cleared as specified by the Least Recently Used algorithm.

What happens when I upgrade the Citrix SD‑WANWANOP appliance from release 6.x to 7.y and
video caching is enabled?

The existing Citrix SD‑WAN WANOP DBC history is lost and a separate partition for video caching is
created.

What happens when I downgrade the Citrix SD‑WAN WANOP appliance from release 7.y to 6.x
and video caching is enabled?

Citrix SD‑WAN WANOP DBC and Video Caching history is preserved. However, the video caching fea‑
ture is not available with release 6.x.

What happens when I upgrade the Citrix SD‑WANWANOP appliance from release 7.x to 7.y and
video caching is enabled?

The Citrix SD‑WANWANOP DBC and video caching history is preserved.

I have a single network in branch office that shares a management as well as data traffic. How
should I configure video caching in this network?

If you have single network for management and data traffic, Citrix recommends that you add the pri‑
mary IP address to the LAN side of the accelerated bridge port.

What is themaximum number of prepopulation tasks I can run at the same time?

One. If you attempt to start multiple prepopulation tasks at the same time, the appliance builds a
queue of tasks on a first in first out basis.

What is themaximum number of videos sources I can configure on the appliance?

100

What is themaximum number of prepopulation entries I can add to the appliance?

50

What is the maximum number of video files be downloaded and cached from a directory listed
folder?

300

Does the video downloading and caching initiated by the prepopulation feature get the disk
based compression (DBC) benefits?

Yes. Because the video file is cached, the attempt to access the video is served from the cache.
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Office 365 Acceleration

March 12, 2021

1. Why do we parse the SAN?

It is tedious to create multiple profiles for FQDNS for each of the domains, to overcome this we
parse the SAN from the certificates.

2. What is an exclude list?

An error or warning message is displayed If the browser or app does not contain the CA certifi‑
cate, in such cases the client’s IP address will be added to an exclude list after few attempts to
connect frombrowser or app (2‑3 times). In the next attempt, connection is not SSL proxied and
the page loads without any error or warning. The client IP address will remain in the exclude
list for 48hrs. The exclude list is maintained only for split proxy.

3. Where to check for office 365 acceleration connection information?

Navigate to Monitoring > Connections > Accelerated Connections, check for the SSL proxy
state. For connection details, click the details icon.

4. What happens if exclude list option is not enabledbydefault as part of SSLprofile configuration?

If the browser or app does not contain the CA certificate, it displays an error or warning and the
connections from that client or App will be blocked. To avoid such issues, select Exclude List
option as part of SSL profile configuration.

5. What happens if the required SAN’s are not part of the configured/created proxy certificate?

The connections will not be SSL proxied and there will be no acceleration benefits for non‑
proxied SSL connections.

6. What happens when the client is not part of the domain or if the client does not have the root
certificate of the domain?
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The connections get blocked if exclude list is not enabled.

7. What happens if the Data Center side Citrix SD‑WANWANOP does not have root or intermediate
CA’s?

The connections are blocked or the Office 365 application pages which require themissing root
or intermediate CA’s are partially loaded. To unblock the connections or to have these pages
fully loaded, either add the appropriate CA certificates or disable the SSL profile from accelera‑
tion.

8. How to knowwhich clients are excluded from acceleration?

Excluded client information can be known from logs or by using the CLI command show ssl‑
exclude ‑list.

9. What to do when clients are excluded?

By default, exclude list information from the appliance will be cleared after 48 hours. User
can forcibly clear the exclude list information using CLI commands *clear ssl-exclude
-list -\<all\>/\<Client\\_IP\>*.

10. How to knowwhich SSL connections(SNI’s) are not proxied?

From the logs or by using the CLI command show ssl‑non‑proxied‑sni, you can know the list of
the non‑proxied SNI’s.

11. How to clear non‑proxied SNI’s?

Using the CLI command *clear ssl-non-proxied-sni -\<all\>/\<server
name identifier\>*.

12. What is the default time for client in exclude state?

Client remains in the exclude state for 48 hrs.

13. Can we have multiple profiles applied for a particular service class?

Yes, we can apply service classes with multiple SSL profiles.

To do this, on your Virtual WAN appliance navigate to Configuration > Service Class > Web
(Internet‑Secure) > Edit > Edit (Application) and add the available profiles.

14. How do you check the reason for non‑proxied connections?

Check theTCPconnectionpage, formore information check the logs. Todebug thenon‑proxied
connection issues, do the following.

a) If the log shows no valid configuration ‑ Set the valid configuration. For more information
on configuring office 365 feature, see Office 365 Acceleration.

b) If the log shows that certification verification failed ‑ Add valid CA certificates to the data
center side Citrix SD‑WANWANOP appliance.
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c) if the log shows client excluded ‑ Information about excluded clients can be cleared from
the appliance using the CLI command *clear ssl-exclude-list -\<all\>/\<
Client\\_IP\>*.

Additional Notes

• Logging to OneDrive client sometimes displays a warning message “spurious warning”, This is
a known issue from Microsoft (https://support.microsoft.com/en‑us/kb/3097938 ) and not
specific to Citrix SD‑WANWANOP appliance.

• For the office 365 redirected pages to be proxied, it is recommended to create a separate proxy
certificate which contains SAN list corresponding to the certificate of the redirected pages. Cre‑
ateanotherprofilewith thisproxycertificateandapply to theserviceclass. Alsoadd the relevant
CA in the Citrix SD‑WANWANOP appliance.

• Sometimes browser doesn’t show the correct CA certificates, in such cases use Wireshark or
OpenSSL to get the root and Intermediate CA names and get the certificates from ‘authentic’
source (for example, windows SSL store).

• Difference in browser behavior can be observed in accessing the office 365 applications from
different browsers having no required certificates and with Exclude list option disabled.

• When office 365 connections are SSL proxied (that means SSL proxy set to True) and in browser
office 365 certificate is displayed instead of the proxy certificate, it is recommended to open the
browser in in‑cognitive mode and check the behavior or clear the cache and then check the
behavior again.

• Microsoft Office 365 includes many components and applications such as OneDrive, Outlook,
SharePoint, Word, PPT, Excel, OneNote. All these applications have been tested and is known
to work without any problems. Other applications are expected to work without any problems,
too; however, this status can change over time, and youmight encounter unknown problems.

Compression

March 12, 2021

Citrix SD‑WANWANOP compression uses breakthrough technology to provide transparent multilevel
compression. It is true compression that acts on arbitrary byte streams. It is not application‑aware, is
indifferent to connection boundaries, and can compress a string optimally the second time it appears
in the data. Citrix SD‑WANWANOP compression works at any link speed.
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The compression engine is very fast, allowing the speedup factor for compression to approach the
compression ratio. For example, a bulk transfer monopolizing a 1.5 Mbps T1 link and achieving a
100:1 compression ratio can deliver a speedup ratio of almost 100x, or 150 Mbps, provided that the
WAN bandwidth is the only bottleneck in the transfer.

Unlike with most compression methods, Citrix SD‑WAN WANOP compression history is shared be‑
tween all connections that pass between the same two appliances. Data sent hours, days, or even
weeks earlier by connection A can be referred to later by connection B, and receive the full speedup
benefit of compression. The resulting performance is much higher than can be achieved by conven‑
tional methods.

Compression can use the appliance’s disk as well as memory, providing up to terabytes of compres‑
sion history.

How compression works

All compression algorithms scan the data to be compressed, searching for strings of data that match
strings that have been sent before. If no such matches are found, the literal data is sent. If a match
is found, the matching data is replaced with a pointer to the previous occurrence. In a very large
matching string, megabytes or even gigabytes of data can be represented by a pointer containing
only a few bytes, and only those few bytes need be sent over the link.

Compression engines are limited by the size of their compression history. Traditional compression
algorithms, such as LZS and ZLIB, use compression histories of 64 KB or less. Citrix SD‑WAN WANOP
appliances maintain at least 100 GB of compression history. With more than a million times the com‑
pression history of traditional algorithms, the Citrix SD‑WAN WANOP algorithm finds more matches
and longer matches, resulting in superior compression ratios.

The Citrix SD‑WANWANOP compression algorithm is very fast, so that even the entry‑level appliances
can saturate a 100 Mbps LAN with the output of the compressor. The highest‑performance models
can deliver well over 1 Gbps of throughput.

Only payload data is compressed. However, headers are compressed indirectly. For example, if a
connectionachieves 4:1 compression, only one full‑sizedoutput packet is sent for every four full‑sized
input packets. Thus, the amount of header data is also reduced by 4:1.

Compression as a general‑purpose optimization:

Citrix SD‑WAN WANOP compression is application‑independent: it can compress data from any non‑
encrypted TCP connection.

Unlike caching, compression performance is robust in the face of changing data. With caching, chang‑
ing a single byte of a file invalidates the entire copy in the cache. With compression, changing a single
byte in the middle of a file just creates two large matches separated by a single byte of nonmatching
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data, and the resulting transfer time is only slightly greater than before. Therefore, the compression
ratio degrades gracefully with the amount of change. If you download a file, change 1% of it, and
upload it again, expect a 99:1 compression ratio on the upload.

Another advantage of a large compression history is that precompressed data compresses easily with
Citrix SD‑WANWANOP technology. A JPEG image or a YouTube video, for example, is precompressed,
leaving little possibility for additional compression the first time it is sent over the link. But whenever
it is sent again, the entire transfer is reduced to just a handful of bytes, even if it is sent by different
users or with different protocols, such as by FTP the first time and HTTP the next.

In practice, compression performance depends on how much of the data traversing the link is the
same as data that has previously traversed the link. The amount varies from application to applica‑
tion, from day to day, and even frommoment tomoment. When looking at a list of active accelerated
connections, expect to see ratios anywhere from 1:1 to 10,000:1.

Compress encrypted protocols:

Many connections showing poor compression performance do so because they are encrypted. En‑
crypted traffic is normally uncompressible, but Citrix SD‑WAN WANOP appliances can compress en‑
crypted connections when the appliances join the security infrastructure. Citrix SD‑WAN WANOP ap‑
pliances join the security infrastructure automaticallywithCitrix Citrix Virtual Apps andDesktops, and
can join the security infrastructure of SSL, Windows file system (CIFS/SMB), and Outlook/Exchange
(MAPI) servers with manual configuration.

Adaptive, zero‑config operation:

To serve the different needs of different kinds of traffic, Citrix SD‑WANWANOP appliances use not one
but five compression engines, so the needs of everything from the most massive bulk transfer to the
most latency‑sensitive interactive traffic can be accommodated with ease. The compression engine
is matched dynamically to the changing needs of individual connections, so that compression is au‑
tomatically optimized. An added benefit is that the compression engine requires no configuration.
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Memory based compression

Most of the compression engines use RAM to store their compression history. This is called memory‑
based compression. Some appliances devote gigabytes of memory to these compression engines.
Memory‑based compression has a low latency and is often chosen automatically for interactive tasks
such as Virtual Apps/Virtual Desktops traffic.

Disk based compression

The disk‑based compression engine uses anywhere between tens of gigabytes and terabytes of mem‑
ory to store compression history, allowing more and better compression matches. The disk‑based
compression engine is very fast but sometimes has a higher latency than thememory‑based engines,
and is often chosen automatically for bulk transfers.

Enable or disable compression

Compression is enabled, onaper‑service‑class basis, on theConfiguration: ServiceClasses page. This
page has a pull‑downmenu for each service class, with the following options:

• Disk, meaning that both disk based and memory based compression are enabled. This option
should be selected unless you have a specific reason for disabling it.

• Memory, meaning that memory based compression is enabled but disk based compression is
not. This setting is rarely used, because the appliance automatically selects memory or disk if
both types of compression are enabled.
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• Flow‑Control Only, which disables compression but enables flow‑control acceleration. Select
this option for services that are always encrypted, and for the FTP control channel.

• None, meaning that compression and flow‑control are both disabled.

For more information, see Service Classes.

Measure disk based compresssion performance

The Compression Status tab of the
Reports: Compression page reports the system compression performance since the system was
started or since the Clear button was used to reset the statistics. Compression for individual
connections is reported in the connection closure messages in the system log.

Compression performance varies with a number of factors, including the amount of redundancy in
the data stream and, to a lesser extent, the structure of the data protocol.

Some applications, such as FTP, send pure data streams; the TCP connection payload is always byte‑
for‑byte identical to the original data file. Others, such as CIFS or NFS, do not send pure data streams,
but mix commands, metadata, and data in the same stream. The compression engine distinguishes
the file data by parsing the connection payload in real time. Such data streams can easily produce
compression ratios between 100:1 and 10,000:1 on the second pass.

Average compression ratios for the link depend on the relative prevalence of long matches, short
matches, and nomatches. This ratio is dependent on the traffic and is difficult to predict in practice.

Test results show the effect ofmulti‑level compression as awhole, withmemory based anddisk based
compression eachmaking its contribution.

Maximum compression performance is not achieved until the storage space available for disk based
compression is filled, providing a maximum amount of previous data to match with new data. In
a perfect world, testing would not conclude until the appliance’s disks had not only been filled, but
filled and overwritten at least once, to ensure that steady‑state operation has been reached. However,
few administrators have that much representative data at their disposal.

Another difficulty in performance testing is that acceleration often exposes weak links in the network,
typically in the performance of the client, the server, or the LAN, and these are sometimes misdiag‑
nosed as disappointing acceleration performance.

You can use Iperf or FTP for preliminary and initial testing. Iperf is useful for preliminary testing. It
is extremely compressible (even on the first pass) and uses relatively little CPU and no disk resources
on the two endpoint systems. Compressed performance with Iperf should sendmore than 200 Mbps
over a T1 link if the LANs on both sides use Gigabit Ethernet, or slightly less than 100 Mbps if there is
any Fast Ethernet equipment in the LAN paths between endpoints and appliances.
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Iperf is preinstalled on the appliances (under the Diagnostics menu) and is available from http://ip
erf.sourceforge.net/. Ideally, it should be installed and run from the endpoint systems, so that the
network is tested from end to end, not just from appliance to appliance.

FTP is useful for more realistic testing than is possible with Iperf. FTP is simple and familiar, and its
results are easy to interpret. Second‑pass performance should be roughly the same as with Iperf. If
not, the limiting factor is probably the disk subsystem on one of the endpoint systems.

To test the disk based compression system:

1. Transfer amultiple‑gigabyte data streambetween two applianceswith disk based compression
enabled. Note the compression achieved during this transfer. Depending on the nature of the
data, considerable compression may be seen on the first pass.

2. Transfer the same data stream a second time and note the effect on compression.

Compression reports in premium edition

Citrix SD‑WAN Premium (Enterprise) edition does not have a view for showing compression reports
on a per protocol or application basis through WANOP service classes, which have the protocol or
applicationassociation. If youareusingaPremium(Enterprise) editionappliance then theonly report
available for compression is a connection level compression report which does not give visibility into
the extent towhich a protocol has been optimized or compressed. Compression reports are available
in the WAN Optimization GUI which displays a break‑up of all unique protocols and how reports have
been optimized over a period of time.

In theCitrix SD‑WANPremium (Enterprise) Edition applianceGUI, forWANOptimization, the following
widgets have been added under the WAN Optimization Dashboard.

• Consolidatedcompression ratio –all trafficpassing throughWANOPapplianceand total number
of accelerated andun‑accelerated connections. This allows you tomonitor total traffic transmit‑
ted from LAN to WAN.

• Compression Ratio ‑ top 10 Service Classes.

• Aggregated Link Throughput –LAN andWAN.

Consolidated compression ratio:

This report displays consolidated compression ratio for all traffic transmitted to WANOP and total
number of accelerated and un‑accelerated connections. It also shows the up‑time of the WANOP ser‑
vice in the appliance.
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Aggregated link throughput:

This report displays the total traffic that is transmitted to WANOP and the total traffic that transmits
out with break‑ups in categories of optimized and unoptimized data on both ends.

Compression ratio (Top 10 service classes):

In the Citrix SD‑WAN appliance GUI, you can check the connection details and the compression ratio
(per service‑class dashboard) by navigating toMonitoring >WANOptimization. This auto selects the
Dashboard node and provides an overview in the form of dashboard.

The graph displays the top 10 values of compression ratio for traffic categorised by service classes.

An extra “others”bar is displayed, which shows the compression ratio for all the other accelerated
connections that are part of the system in addition to the Top 10 service classes compression ratio
reports.

HTTP acceleration

March 12, 2021

The Citrix SD‑WAN WANOP accelerator uses a variety of zero‑config optimizations to speed up HTTP
traffic. This in turn accelerates Web pages and any other applications using the HTTP protocol (file
downloads, video streaming, automatic updates, and so on).
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Optimizations that accelerateHTTP include compression, traffic shaping, flow control, and caching.

Compression

HTTP is an ideal application for Citrix SD‑WANWANOPmulti‑level compression.

Static content, including standard HTML pages, images, video, and binary files, receives variable
amounts of first‑pass compression, typically 1:1 on pre‑compressed binary content, and 2:1 or
more on text‑based content. Starting with the second time the object is seen, the two largest
compression engines (memory‑based compression and disk‑baed compression) deliver extremely
high compression ratios, with larger objects receiving compression ratios of 1,000:1 or more. With
such high compression ratios, the WAN link stops being the limiting factor, and the server, the client,
or the LAN becomes the bottleneck.

The appliance switches between compressors dynamically to give maximum performance. For ex‑
ample, the appliance uses a smaller compressor on the HTTP header and a larger one on the HTTP
body.

Dynamic content, including HTTP headers and dynamically generated pages –pages that are never
the same twice but have similarities to each other –are compressed by the three compression engines
that deal with smaller matches. The first time a page is seen, compression is good. When a variant on
a previous page is seen, compression is better.

Traffic shaping

HTTP consists of a mix of interactive and bulk traffic. Every user’s traffic is a mix of both, and some‑
times the same connection contains a mix of both. The traffic shaper seamlessly and dynamically
ensures that each HTTP connection gets its fair share of the link bandwidth, preventing bulk transfers
frommonopolizing the link at the expense of interactive users, while also ensuring that bulk transfers
get any bandwidth that interactive connections do not use.

Flow control

Advanced retransmission algorithms and other TCP‑level optimizations retain responsiveness and
maintain transfer rates in the face of latency and loss.

Video caching

HTTP caching for video files was introduced in release 7.0 Caching involves saving HTTP objects to
local storage and serving them to local clients without reloading them from the server.
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What is the difference between caching and compression? While caching provides speedup that is
similar to compression, the twomethods are different, making them complementary.

• Compression speeds up transfers from the remote server, and this higher data rate can place a
higher load on the server if compressionwere not present. Caching prevents transfers from the
server, and reduces the load on the server.

• Compression works on any data stream this is similar to a previous transfer –if you change
the name of a file on the remote server and transfer it again, compression will work perfectly.
Caching works only when the object being requested by the client and the object on the disk
are known to be identical –if you change the name of a file on the remote server and transfer it
again, the cached copy is not used.

• Compressed data cannot be delivered faster than the server can send it. Cached data is depen‑
dent only on the speed of the client‑side appliance.

• Compression is CPU‑intensive; caching is not.

HowHTML5works

March 12, 2021

HTML5 uses HTTP, which is a request/response protocol for communication between clients and
servers. A client initiates a TCP connection and uses it to sendHTTP requests to the server. The server
responds to these requests by granting access rights for the available resources. After the client
and server establish a connection, the messages exchanged between them contain only WebSocket
headers, not HTTP headers.

The infrastructure of HTML5 consists of WebSockets, which further use the existing HTTP infrastruc‑
ture to provide a lightweight mechanism for communication between a client and a web server. You
typically implement theWebSocket protocol in a browser andweb servers. However, you can use this
protocol with any client or server application.

When a client attempts to make a connection using WebSockes, web servers treat the WebSocket
handshake as an upgrade request, and the server switches to the WebSocket protocol. The Web‑
Socket protocol enables frequent interaction between the browser and the web servers. Therefore,
you can use this protocol for live updates, such as stock indexes and score cards, and even live games.
This is possible because of a standardized way for the server to send unsolicited responses to the
clientwhilemaintaining an open connection for two‑way ongoing communication between the client
browser and the server.
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Note

You can also achieve this effect, in non‑standardized ways, by using various other technologies,
such as Comet. For more information about Comet, see http://en.wikipedia.org/wiki/Comet_
(programming).

The WebSocket protocol communicates over TCP ports 80 and 443. This facilitates communication
in environments that use firewalls to block non‑web Internet connections. Additionally, WebSocket
has its own fragmentation mechanism. A WebSocket message can be sent as multiple WebSocket
frames.

Note

You cannot use WebSocket if the web applications on the servers do not support it.

HowHTML5 establishes a webSocket session

A browser supporting HTML5 uses JavaScript APIs to perform the following tasks:

• Open a WebSocket connection.

• Communicate over the WebSocket connection.

• Close the WebSocket connections.

To open a WebSocket connection, the browser sends an HTTP upgrade message to the server for
switching to the WebSocket protocol. The server either accepts or rejects this request. Following
are snippets of a sample client request and server response:

• Sample client request

pre codeblock GET /HTTP/1.1 Upgrade: websocket Sec-websocket-
protocol: <List of protocols that the client supports over this
websocket session, such as an application level protocol, for
example ICA.> Sec-websocket-extensions: <List of extensions

client wants applied to this session, such as compression.> Sec-
Websocket-version: <Version of websocket protocol that the client
intends to use.> <!--NeedCopy-->

• Sample server response

pre codeblock HTTP/1.1 101 Switching Protocols Upgrade: websocket
Connection: Upgrade Sec-Websocket-Protocol: <One from the list

of protocols in the client request.> Sec-Websocket-extensions:
<List of extensions server accepts for session.> Sec-Websocket-
version: <Version of websocket protocol that the server supports
.> <!--NeedCopy-->
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The following figure shows the sequence of messages exchanged between a client and a server:

During an HTML5 connection, the following messages are exchanged between the client and the
server:

• Client sends an HTTP request to upgrade WebSocket.
• Server responds to the client request and switches to WebSocket protocol.
• Server sends WebSocket frames to the client.
• Client sends a request to close the WebSocket.
• Server closes the WebSocket.

Internet Protocol version 6 (IPv6) acceleration

March 12, 2021

When you connect to the Internet through a device, the device is assigned an IP address. The IP ad‑
dress identifies the appliance and indicates its location. The number of devices connecting to the
Internet is rapidly increasing. As a result, it is difficult to manage the request for the IP addresses
with the existing version of Internet Protocol (IP), IPv4, which uses 32‑bit addresses. By using IPv4,
approximately 4.3 billion addresses can be assigned to the devices connecting to the Internet.

IPv6 addresses this issue by using 128‑bit addresses and a hexadecimal label to identify the network
interfaces of devices on an IPv6 network. Because IPv6 supports farmore IP addresses thandoes IPv4,
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organizations and applications are gradually introducing support for the IPv6 protocol.

The IPv4 and IPv6 protocols are not interoperable, whichmakes the transition difficult. To accelerate
the increasing IPv6 traffic from various applications supported on the Citrix SD‑WAN WANOP appli‑
ance, you can enable the IPv6 Acceleration feature.

By default, IPv6 is disabled on the appliance. To enable IPv6 acceleration on a Citrix SD‑WANWANOP
appliance, navigate to Configuration > Appliance Settings > Feature page and enable the IPv6 Ac‑
celeration feature.

Verify IPv6 connections

After enabling IPv6 acceleration on the appliance, the appliance starts accelerating traffic for the ap‑
plications using IPv6 protocol. To make sure that the appliance is accelerating the IPv6 traffic, you
canmonitor such connections on the appliance.

To monitor the IPv6 connections, navigate to the Monitoring tab. The Connections page of theMon‑
itoring tab display IPv6 protocols traffic related statistics:

Connections: TheConnectionspage lists details of all the connections establishedwith theappliance.
This page consists of two tabs, Accelerated Connections and Unaccelerated Connections. The Accel‑
erated Connections tab lists all connections that the appliance is accelerating. You can identify IPv6
traffic in this tab by referring to the Initiator and Responder column of each entry. If these columns
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contain hexadecimal IP address values, the entry represents an IPv6 connection, as shown in the fol‑
lowing screen shot.

IPv6 connections that are not accelerated, are listed on the Unaccelerated Connections tab. If you
want to accelerate these connections, you might need to troubleshoot and fine tune the application
parameters on the appliance. As on the Accelerated Connections tab, you can identify the IPv6 con‑
nections on this tab by referring to the Initiator and Responder columns of each entry.

Top Applications: The Top Applications page provides granularity in the time frame that you can use
to graphically represent the traffic throughput of various applications served by the Citrix SD‑WAN
appliance. By default, traffic throughput is displayed by the last minute. However, you can change
the time frame by selecting Last Minute, Last Hour, Last Day, Last Week, or Last Month from the list
available on the Title bar of the page. This page has three tabs, Top Applications Graphs, Since Last
Restart, andActiveApplications (Since Last Restart). The TopApplicationsGraphs tab contains the
following statistics:

• Total Application Link Throughput Percentage (Sent): This is a pie chart depicting the per‑
centage of traffic that the appliance has sent to each application. If the appliance has sent a
significant percentage of traffic for an application using IPv6 protocol, the application has its
percentage of traffic depicted in this graph.
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• Total Application Link Throughput Percentage (Received): This is a pie chart depicting the
percentage of traffic that the appliance has received fromeach application. If the appliance has
received a significant percentage of traffic from an application using IPv6 protocol, the graph
displays the percentage of traffic generated by the application.

• Sent Rate: This is a stacked graph of series of data depicting the rate, in bits per second, at
which the appliance has sent traffic to each application. If the appliance has sent data to an
application using IPv6 protocol, a series depicting each application using IPv6 protocol is also
plotted on this graph.
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• Received Rate: This is a stacked graph of series of data depicting the rate, in bits per second,
at which the appliance has received traffic from each application. If the appliance has received
data froman application using IPv6 protocol, a series depicting each application using IPv6 pro‑
tocol is also plotted on this graph.

• Top Applications table: This is a table of statistics for each application. The table lists all ap‑
plications for which the appliance has served traffic, along with sent and received rates in bits
per second, total bytes sent and received, percentage of the traffic for the application, and the
rate at which the appliance has served traffic for the application. If the appliance has served
traffic for an application using IPv6 protocol, the application is listed in this table, alongwith its
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statistics.

• Application Groups: This is a table of statistics for each application, along with its application
group and parent application, if any. The table lists bytes sent and received for the application.
Each application, and its application group and parent application are displayed as hyperlinks.
If you click the hyperlink, granular details of the statistics are displayed for the link you have
clicked. If the appliancehas served traffic for an applicationusing IPv6protocol, the application
is listed in this table, along with its statistics.

The Since Last Restart tab contains statistics on the application traffic since the time you restarted
the appliance. The tab contains the Total Application Link Throughput Percentage (Sent) and Total
Application Link Throughput Percentage (Received) graphs, and Top Applications and Application
Groups tables, depicting statistics similar to the Top Applications Graphs tab but with data since the
appliance was restarted. The Active Applications (Since Last Restart) tab contains a table listing
all active applications since the appliance was restarted. This table contains details about sent and
receive rate, total bytes sent and received, and total packets sent and received for the applications.

Link definitions

March 12, 2021

Link definitions enable the appliance to prevent congestion and loss on your WAN links and to per‑
form traffic shaping. A link definition specifies which traffic is associated with the defined link, the
maximum bandwidth to allow for traffic received on the link, and themaximum bandwidth for traffic
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sent over the link. The definition also identifies traffic as inbound or outbound and as WAN‑side or
LAN‑side traffic. All traffic flowing through the appliance is compared to your list of link definitions,
and the first matching definition identifies the link to which the traffic belongs.

Byperforming theQuick Installationprocedure, youcustomize theappliance’sdefault linkdefinitions.
You have then defined the appliance’s link to the WAN and its link to the LAN. For a simple inline
deployment, no further configuration of link definitions is necessary. Other types of deployments
require additional configuration of link definitions.

Every link has two bandwidth limits, representing the sending speed and the receiving speed. Only
when the link speed is known can the appliance inject traffic into the link at exactly the right speed,
thus eliminating the congestion and packet loss that result from attempting to send toomuch, or the
loss of performance that results from sending too little. When placed between a fast LAN and a slower
WAN and acting as a virtual gateway, the appliance has the ability to receive traffic faster than the
WAN can accept it, creating a backlog of traffic. The existence of this backlog enables the appliance
to choose which packet to send next, and this choice in turn makes traffic shaping possible. Unless
there are packets from multiple streams to choose from, there is no ability to favor one stream over
the other. Traffic shaping is therefore dependent on the existence of the virtual gateway and correctly
set bandwidth limits.

Note

Link definitions normally apply to connections to the accelerated pair of bridge ports. The two
motherboard ports, Primary and Aux1, can also be defined as links, but doing so rarely serves
any purpose, because they are used formanagement and as a back‑channel for high‑availability
and groupmodes, not for WAN traffic.

Important

Important: For link‑definition purposes, a link is a physical link, with its ownbandwidth capacity.
It is typically a cable that leaves the building. Remember the following points:

• A VLAN is not a link.
• A virtual link is not a link.
• A tunnel is not a link.

Default link definitions

Navigate to Configuration > Optimization Rules > Links to view the currently defined links. The
following links are defined by default.

1. apA.1, one of the two ports on the accelerated bridge.

2. apA.2, the other port on the accelerated bridge.

3. If the system has dual accelerated bridges, apB.1 and apB.2 also exist.
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4. All Other Traffic, which is not a true link, but is a catch‑all for traffic that does not match any
actual link definitions.

The order in which the links are shown on this pageis significant. When deciding which link a packet
belongs to, the Appliance tests the links in order, and the first matching link is selected. This means
thatoverlappingdefinitionsareallowed, and the last definition in the link canmatchall traffic, serving
as a default link. To change the order click Update Order.

Manage link definitions in traffic shaping

March 12, 2021

Tomanage a link, the traffic shaper needs the following information:

• The speed of the link in both the send and receive directions.

• Whether the link is a WAN link or a LAN network.

• A way of distinguishing link traffic from other traffic.

• The direction in which traffic is flowing over the link.

Link Speed—Link speed always refers to the speed of the physical link. In the case of a WAN link, it is
the speed of the WAN segment that terminates in the building with the Citrix SD‑WAN WANOP appli‑
ance. The speedof theother endof the link is not considered. For example, the following figure shows
a network of four appliances. Each appliance has its incoming and outgoing bandwidths set to 95%
of the speed of its own, local WAN segment, without regard to the speed of the remote endpoints.

Figure 1. Local bandwidth limits track local link speeds
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The reason for setting the bandwidth limits to 95%of the link speed instead of 100% is to allow for link
overhead (few links can carrydata at 100%of their published speeds) and toensure that theappliance
is slightly slower than the link, so that it becomes a slight bottleneck. Traffic shaping is not effective
unless the traffic shaper is the bottleneck in the connection.

Distinguishing different types of traffic—In each link definition, you must declare whether the de‑
finition applies to a WAN link or a LAN network.

The traffic shaper needs to know whether a packet is traveling on the WAN, and, if so, in which direc‑
tion. To provide this information:

• For simple inline deployments, you declare that one port of the accelerated bridge belongs to
the WAN link and that the other port belongs to the LAN.

• In other deployment modes, the appliance examines IP addresses, MAC addresses, VLANs, or
WCCP service groups. (Note that testing for WCCP service groups is not yet supported.)

• If a sitehasmultipleWANs, the local linkdefinitionsmust include rules thatenable theappliance
to distinguish traffic from different WANs.

Configure link definitions

March 12, 2021

Link definitions are arranged in an ordered list, one entry per link, which is tested from top to bottom
for every packet entering or leaving the appliance. The first matching definition determines which
link the packet belongs to. Within each link definition is an ordered list of rules, which is also tested
from top to bottom. Each packet is compared to these rules, and if it matches one of them, the packet
is considered to be traveling over that link.

Within a single rule, the fields are all ANDed together, so all specified values have to match. All fields
default to Any, a wildcard entry that always matches. When a field consists of a list, such as a list of
IP subnets, the list entries are ORed together. That is, if any element matches, the list as a whole is
considered to be amatch.
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Links can be based on the Ethernet adapter associated with the traffic, the source and destination
IP addresses, VLAN tag, WCCP service group (for WCCP‑GRE only), and the source and destination
Ethernet MAC address. A simple inline deployment might identify only the LAN‑side and WAN‑side
accelerated bridge ports (apA.1 and apA.2), while a complex datacenter deployment might need to
use most of the options provided to disambiguate traffic.

Defining a link in terms of its IP addresses is possible except when redundant links are used. Since a
given packetmay go over either link in an active‑standby or active‑active dual‑link deployment, some
othermethodmust be used to determinewhich link the packet is using. If dual bridges are used, then
the traffic for one link can go over apA and the other over apB, and the links can be defined in terms of
adapters. If the two links are servedbydifferent routers, theMACaddresses of the routers canbeused
to tell the traffic apart. When all else fails, WCCP‑GRE can be used, and the router can use a different
service group for each WAN link, allowing the Citrix SD‑WAN WANOP unit to tell the link traffic apart
in by service group.

Citrix recommends port based link definitions for simple inline deployments, and IP based link defin‑
itions for all other deployments.

To configure link definitions:

1. Navigate to Configuration >Optimization Rules > Links and click Add.

2. Enter values for the following parameters:

• Name: A descriptive nameof the link, that can also describe if it is a LAN side link or aWAN
side link.

• Link Type: The link type, either LAN or WAN.

• Bandwidth In: The incoming bandwidth limit.

• Bandwidth Out: The outgoing bandwidth limit.
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3. In the Filter Rules section, click Add and enter values for the following parameters:

• Adapter: This specifies a list of adapters (Ethernet ports). When links can be identified by
ethernet adapter, this simplifies configuration.

• Source IP Address: The Source IP rules are considered for packets entering the unit (pack‑
ets exiting theunit are ignored). On thesepackets, the rules in theSrc IP fieldare compared
against the Source Address field in the IP header. The rule specifies a list of IP addresses
or subnets. Negative matches, such as “Exclude 10.0.0.1”are also supported.

• Destination IP Address: The Destination IP rules are considered for packets exiting the
unit (packets entering the unit are ignored). On these packets, the rules in the Dst IP field
are compared against the Destination Address field in the IP header. The rule specifies
a list of IP addresses or subnets. Negative matches, such as “Exclude 10.0.0.1”are also
supported.

• VLAN: The VLAN rules are applied to the VLAN headers of packets entering or exiting the
unit.

• WCCP Service Group: The WCCP Service Group rules are applied to GRE‑encapsulated
WCCP packets entering or leaving the unit. (This does not work with L2 WCCP.)

• Source MAC Address: The Source MAC address usesd as a filter criteria.

• Destination MAC Address: The destination MAC address used as a dilter criteria.

4. Click Create.

The traffic classifier uses the Src IP and Dest IP fields in a specialized way (the same applies to
Src MAC and Dst MAC):

• The Src field is only examined on packets entering the appliance.

• The Dst is only examined on packets exiting the appliance.

Inline links

Most Citrix SD‑WAN WANOP appliances use a simple inline deployment, where each accelerated
bridge serves just one WAN link. This is the simplest mode to configure.
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Simple inline link

In the above figure , all the traffic passing through the accelerated bridge is assumed to beWAN traffic.
The link is an ADSL link with different send and receive speeds (6.0 mbps down, 1.0 mbps up). The
WAN is connected to accelerated bridge port apA.1, and the LAN is connected accelerated bridge port
apA.2.

The tasks for defining the WAN‑side link (apA.1) are:

1. Give the WAN a descriptive name, such as “WAN to HQ (apA.1).”

2. Set the type to “WAN.”

3. Set the incoming and outgoing bandwidth limits to 95% of the nominal link speed.

4. Verify that a rule has been defined that specifies the WAN Ethernet adapter, which in this exam‑
ple is apA.

5. Click Create.

The tasks for the LAN‑side link (apA.2) are similar:

1. Give it a descriptive name, such as “Local LAN (apA.2).”

2. Set the type to “LAN.”

3. Set the incomingandoutgoingbandwidth limits to95%of thenominal Ethernet speed (95mbps
or 950 mbps).

4. Verify that a rule exists that specifies the LAN Ethernet adapter, which in this example is apA.2.

5. Click Create.
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Inline deployment with dual bridges

The configuration is similar to the simple inline link configuration, but the site has a second link, a T1
link to the corporate WAN, in addition to the ADSL Internet link. The Citrix SD‑WANWANOP appliance
has two accelerated bridges, one for each WAN link.

Configuration is almost as simple as the single‑bridge case, with the following additional steps:

1. Edit a second WAN link on apB, which in this case is apB.1. Set the type to “WAN.”Set the link
bandwidth to 95% of the 1.5 mbps T1 speed, and give the link a new name, such as “WAN to
HQ.”

2. Adda rule specifyingapB.2 to the “LAN”definitionanddelete thedefault linkdefinition forapB.2.
(Alternatively, you can edit the default link definition for apB.2 to specify it as a LAN link, as was
done for apA.2.)

Non‑inline links

For other than simple inline deployments (which serve only one WAN per accelerated bridge), use IP
subnets instead of bridge ports to distinguish LAN traffic fromWAN traffic. This approach is essential
for one‑arm deployments, which use only a single bridge port. IP subnets are sometimes useful for
inline deployments as well, especially when the appliance serves more than one WAN. For simple
inline deployments, however, port based links are easier to define.

The traffic classifier applies a specialized convention when examining the Src IP and Dst IP:

• The Src IP field is examined only in packets entering the appliance.

• The Dst IP field is examined only in packets exiting the appliance.

This convention can sometimes be confusing, but it allows the direction of packet travel to be implic‑
itly considered as part of the definition.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 151



Citrix SD‑WANWANOP 11.1

Use IP address in link definitions

To Configure simple inline LAN definition using IP‑based rules, you can define the LAN andWAN links
without specifying the Ethernet ports at all, using the LAN subnet instead:

• Create a rule for the LAN link definition and specify the LAN subnet in the Src IP field.

• Create a rule for theWAN link definition and specify the LAN subnet (not theWAN subnet) in the
Dst IP field.

WCCP and Virtual inlinemodes

Configuration WCCP or virtual inline deployment using IP based rules is the same as using IP address
in link definition, because the LAN andWAN IP subnets are identical.

When WCCP‑GRE is used, the GRE headers are ignored and the IP headers within the encapsulated
data packets are used. Therefore, this same link definitionworks for WCCP‑L2, WCCP‑GRE, inline, and
virtual inline modes.

(WCCPandvirtual inlinemodes require configurationof your router. WCCPalso requires configuration
on the Configuration: Advanced Deployments page.)

Manage andmonitor using Citrix Application Delivery Management

March 12, 2021
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Citrix SD‑WAN WANOP AppFlow support enables flexible, customized monitoring of your Citrix SD‑
WANWANOP appliances.

The AppFlow interface works with Citrix Application Delivery Management (ADM). Citrix ADM receives
detailed information from the appliance, using the AppFlow open standard.Citrix ADM allows you to
monitor, manage, and view analytics of the Citrix SD‑WAN appliances in your network.

Citrix ADM supports a wide range of devices and can present a more complete view of your network.
TheCitrix SD‑WANWANOPappliance has an extensive viewofWAN traffic, including detailed statistics
about Virtual Apps/Virtual Desktops traffic, it provides key insights into the WAN user experience.

For more information, see Managing Citrix SD‑WAN instances using Citrix Application Delivery Man‑
agement.

Virtual Apps/Virtual Desktops example

In a Citrix Virtual Apps and Desktops environment, if a branch user encounters low performance, the
administrator might have tomonitor the network, the users, and applications hosted on Virtual Apps
or Virtual Desktops. The administrators might need to ask the following questions:

• Which part of the network is causing a bad user experience?

• What is an easy way to identify the slowness in published applications?

• Which virtual channels are consuming the most bandwidth over a given time period?

• Which Virtual Desktops or Virtual Apps users are consuming the most bandwidth over a given
time period?

• For a given Virtual Desktops user, what is the average client and server‑side latency, and the
average jitter?

• What are the top applications across all Virtual Apps users, by up‑time and total number of
launches over a given time period?

• What is the Datacenter latency?

The Citrix SD‑WANWANOP AppFlow support provides answers to all of the above questions, allowing,
for example, a congested WAN link to be distinguished from a slow server or a slow client.

Citrix Cloud Connector

March 12, 2021
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The Citrix Cloud Connector feature of the Citrix SD‑WAN WANOP appliance connects enterprise dat‑
acenters to external clouds and hosting environments, making the cloud a secure extension of your
enterprise network. Cloud‑hosted applications appear as though they are running on one contiguous
enterprise network. WithCitrix CloudConnector, you canaugment your datacenterswith the capacity
and efficiency available from cloud providers.

The Citrix Cloud Connector enables you to move your applications to the cloud to reduce costs and
increase reliability.

The WAN optimization feature of the Citrix SD‑WAN WANOP appliance accelerates traffic, providing
LAN‑like performance for applications running across enterprise datacenters and clouds.

In addition to using Citrix Cloud Connector between a datacenter and a cloud, you can use it to con‑
nect two datacenters for a high‑capacity secure and accelerated link.

To implement the Citrix Cloud Connector solution, you connect a datacenter to another datacenter or
an external cloud by setting up a tunnel called the Citrix Cloud Connector tunnel.

To connect a datacenter to another datacenter, you set up a Citrix Cloud Connector
tunnel between two appliances, one in each datacenter.

To connect a datacenter to an external cloud (for example, Amazon AWS cloud), you set up a Citrix
Cloud Connector tunnel between a Citrix SD‑WAN WANOP appliance in the datacenter and a virtual
appliance (VPX) that resides in the Cloud. The remote end point can be a Citrix Cloud Connector or a
Citrix VPX with platinum license.

The following illustration shows a Citrix Cloud Connector tunnel set up between a datacenter and an
external cloud.

The appliances between which a Citrix Cloud Connector tunnel is set up are called the end points or
peers of the Citrix Cloud Connector tunnel.
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A Citrix Cloud Connector tunnel uses the following protocols:

• Generic Routing Encapsulation (GRE) protocol

• Open‑standard IPSec Protocol suite, in transport mode

The GRE protocol provides a mechanism for encapsulating packets, from a wide variety of network
protocols, to be forwarded over another protocol. GRE is used to:

• Connect networks running non‑IP and non‑routable protocols.

• Bridge across a wide area network (WAN).

• Create a transport tunnel for any type of traffic that needs to be sent unchanged across a differ‑
ent network.

The GRE protocol encapsulates packets by adding a GRE header and a GRE IP header to the packets.

The Internet Protocol security (IPSec) protocol suite secures communication between peers in the
Citrix Cloud Connector tunnel.

In a Citrix Cloud Connector tunnel, IPSec ensures:

• Data integrity

• Data origin authentication

• Data confidentiality (encryption)

• Protection against replay attacks

IPSec uses the transport mode in which the GRE encapsulated packet is encrypted. The encryption is
done by the Encapsulating Security Payload (ESP) protocol. The ESP protocol ensures the integrity of
the packet by using a HMAC hash function, and ensures confidentiality by using an encryption algo‑
rithm. After the packet is encrypted and the HMAC is calculated, an ESP header is generated. The ESP
header is inserted after the GRE IP header and, an ESP trailer is inserted at the end of the encrypted
payload.

Peers in the Citrix Cloud Connector tunnel use the Internet Key Exchange version (IKE) protocol (part
of the IPSec protocol suite) to negotiate secure communication, as follows:

• The twopeersmutually authenticatewith each other, using one of the following authentication
methods:

– Pre‑shared key authentication. A text string called a pre‑shared key is manually config‑
ured on each peer. The pre‑shared keys of the peers are matched against each other for
authentication. Therefore, for the authentication to be successful, youmust configure the
same pre‑shared key on each of the peers.
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– Digital certificates authentication. The initiator (sender) peer signs message inter‑
change data by using its private key, and the other receiver peer uses the sender’s public
key to verify the signature. Typically, the public key is exchanged in messages containing
an X.509v3 certificate. This certificate provides a level of assurance that a peer’s identity
as represented in the certificate is associated with a particular public key.

• The peers then negotiate to reach agreement on:

– An encryption algorithm.

– Cryptographic keys for encrypting data in one peer and decrypting the data in the other.

This agreement upon the security protocol, encryption algorithm and cryptographic keys is called a
Security Association (SA). SAs are one‑way (simplex). For example, when two peers, CB1 and CB2, are
communicating through a Connector tunnel, CB1 has two Security Associations. One SA is used for
processing out‑bound packets, and the other SA is used for processing inbound packets.

SAs expire after a specified length of time, which is called the lifetime. The two peers use the Internet
Key Exchange (IKE) protocol (part of the IPSecprotocol suite) to negotiate newcryptographic keys and
establish new SAs. The purpose of the limited lifetime is to prevent attackers from cracking a key.

Also, Citrix SD‑WANWANOP instances on the Citrix Cloud Connector
tunnel end‑points provide WAN optimization over the tunnel.

Prerequisites to configure Citrix Cloud Connector tunnel

Before setting up a Citrix Cloud Connector tunnel between AWS Cloud and a Citrix SD‑WAN WANOP
appliance configured for one‑arm mode in the data center, verify that the following tasks have been
completed:

1. Make sure that the Citrix SD‑WAN WANOP appliance in the datacenter is set up correctly. For
more information ondeploying aCitrix SD‑WANappliance in one‑armmode that usesWCCP/Vir‑
tual Inline protocol, see Sites with One WAN Router.

2. Install, configure, and launch a Citrix virtual appliance (VPX instance) on AWS cloud. For more
information, see Installing NetScaler VPX on AWS.

3. Install, configure, and launch an instance of Citrix SD‑WAN WANOP virtual appliance (VPX) on
AWS cloud. For more information, see Installing SD‑WAN VPX S AMI on Amazon AWS.

4. On AWS, bind the Citrix SD‑WANWANOP VPX instance on AWS to a load balancing virtual server
in the Citrix VPX instance on AWS. This binding is required for sending traffic through the Citrix
SD‑WAN WANOP VPX instances, to achieve WAN optimization over the Citrix Cloud Connector
tunnel.
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To create a load balancing virtual server by using the command line interface:

At the command prompt, type:

• enable nsmode l2

• add lb vserver <cbvpxonaws_vs_name> ANY * * ‑l2Conn ON ‑mMAC</span>

To add the Citrix SD‑WAN WANOP VPX instance on AWS as a service and bind it to the load bal‑
ancing virtual server by using the command line interface:

At the command prompt, type:

• add service < cbvpxonaws_service_name> <cbvpxonaws_IP> ANY * ‑cltTimeout 14400
‑svrTimeout 14400</span>

• bind lb vserver <cbvpxonaws_vs_name> <cbvpxonaws_service_name></span>

Configure cloud connector tunnel

March 12, 2021

To configure the Citrix Cloud Connector tunnel, use the configuration utility of both the Citrix VPX
appliances to perform the following tasks:

• Create an IPSec profile—An IPSec profile entity specifies the IPSec protocol parameters, such
as IKE version, encryption algorithm, hash algorithm, and PSK, to be used by the IPSec protocol
in the Citrix Cloud Connector tunnel.

• Create an IP tunnel and associate the IPSec profile with it—An IP tunnel specifies the local
IP address, remote IP address, protocol used to set up theCitrix CloudConnector tunnel, and an
IPSec profile entity. The created IP tunnel entity is also called the Citrix Cloud Connector tunnel
entity.

• Create a PBR rule and associate the IP tunnel with it—A PBR entity specifies a set of condi‑
tions and an IP tunnel (Citrix Cloud Connector tunnel) entity. The source IP address range and
thedestination IP rangeare the conditions for thePBRentity. Youmust set the source IPaddress
range and the destination IP address range to specify the subnet whose traffic is to traverse the
Citrix Cloud Connector tunnel. For example, consider a request packet that originates from a
client on the subnet in the datacenter and is destined to a server on the subnet in the AWScloud.
If this packetmatches the source and destination IP range of the PBR entity on the Citrix virtual
appliance on the Citrix SD‑WAN WANOP appliance in the datacenter, it is considered for Citrix
SD‑WAN WANOP processing, which sends the packet across the Citrix Cloud Connector tunnel
associated with the PBR entity.
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To create an IPSEC profile by using the command line interface:

At the command prompt, type:

• **add ipsec profile** \<ipsec\\_profile\\_name\> -**encAlgo** AES
-**hashAlgo** HMAC\\_SHA1 -**lifetime** 500 -**psk** \<password

\>

To create an IP tunnel and bind the IPSEC profile to it by using the command line interface:

At the command prompt, type:

• **add iptunnel** \<tunnel\\_name\> \<Remote CBC Public IP\> \<
remote\\_cbs\\_Netmask\> \<lan\\_subnet\\_IP\> -**protocol** GRE
-**ipsecProfileName** \<ipsec\\_profile\>

To create a PBR rule and bind the IPSEC tunnel to it by using the command line interface:

At the command prompt, type:

• **add ns pbr** \<pbr\\_name\> ALLOW -**srcIP** = \<local\\_lan\\
_subnet\> -**destIP** = \<remote\\_lan\\_subnet\> -**ipTunnel**
\<tunnel\\_name\>

• apply ns pbrs

To create an IPSEC profile by using the configuration utility:

1. Navigate to System > Citrix Cloud Connector > IPSec Profile.

2. In the details pane, click Add.

3. In the Add IPSec Profile dialog box, set the following parameters:

• Name

• Encryption Algorithm

• Hash Algorithm

• IKE Protocol Version (select V2)

4. Use one of the following IPSec authenticationmethods to be used by the two peers tomutually
authenticate.

• For Pre‑shared key authentication method, set the Pre‑Shared Key Exists parameter.

• For Digital certificates authentication method , set the following parameters:</span>

– Public Key

– Private Key
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– Peer Public Key

5. Click Create, and then click Close.

To create an IP tunnel and bind the IPSEC profile to it by using the configuration utility:

1. Navigate to System > Citrix Cloud Connector > IP Tunnels.

2. On the IPv4 Tunnels tab, click Add.

3. In the Add IP Tunnel dialog box, set the following parameters:

• Name

• Remote IP

• Remote Mask

• Local IP Type (In the Local IP Type drop down list, select Subnet IP).

• Local IP (All the configured IPs of the selected IP typewill be populated in the Local IP drop
down list. Select the desired IP from the list.)

• Protocol

• IPSec Profile

4. Click Create, and then click Close.

To create a PBR rule and bind the IPSEC tunnel to it by using the configuration utility:

1. Navigate to System >Network > PBR.

2. On the PBR tab, click Add.

3. In the create PBR dialog box, set the following parameters:

• Name

• Action

• Next Hop Type (Select IP Tunnel)

• IP Tunnel Name

• Source IP Low

• Source IP High

• Destination IP Low

• Destination IP High
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4. Click Create, and then click Close.

The newCitrix Cloud Connector tunnel configuration on the Citrix SD‑WANWANOP appliance in
the datacenter appears on the Home tab of the Management Service user interface.

The corresponding newCitrix Cloud Connector tunnel configuration on the Citrix VPX appliance
in the AWS cloud appears on the configuration utility.

The current status of the Citrix Cloud Connector tunnel is indicated in the Configured Citrix SD‑
WAN WANOP pane. A green dot indicates that the tunnel is up. A red dot indicates that the
tunnel is down.

Configure cloud connector tunnel between two datacenters

March 12, 2021

You can configure a Citrix Cloud Connector tunnel between two different datacenters to extend your
network without reconfiguring it, and leverage the capabilities of the two datacenters. A Citrix Cloud
Connector tunnel between the two geographically separated datacenters enables you to implement
redundancy and safeguard your setup from failure. The Citrix Cloud Connector tunnel helps achieve
optimal utilization of infrastructure and resources across two datacenters. The applications available
across the two datacenters appear as local to the user.

To connect a datacenter to another datacenter, you set up a Citrix Cloud
Connector tunnel between a SD‑WANWANOP4000/5000 appliance that resides in one datacenter and
another SD‑WANWANOP 4000/5000 appliance that resides in the other datacenter.

To understand how a Citrix Cloud Connector tunnel is configured between two different datacen‑
ters, consider an example in which a Cloud Connector tunnel is set up between Citrix appliance
CB_4000/5000‑1 in datacenter DC1 and Citrix appliance CB_4000/5000‑2 in datacenter DC2.
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Both CB_ 4000/5000‑1 and CB_4000/5000‑2 function in one armmode (WCCP/PBR). They enable com‑
munication between private networks in datacenters DC1 and DC2. For example, CB_ 4000/5000‑1
and CB_4000/5000‑2 enable communication between client CL1 in datacenter DC1 and server S1 in
datacenter DC2 through the Citrix Cloud Connector tunnel. Client CL1 and server S1 are on different
private networks.

For proper communication between CL1 and S1, L3 mode is enabled on NS_VPX_CB_ 4000/5000‑1
and NS_VPX_CB_ 4000/5000‑2, and routes are configured as follows:

• Router R1 has a route for reaching S1 through NS_VPX_CB_ 4000/5000‑1.

• NS_VPX_CB_ 4000/5000_1 has a route for reaching NS_VPX‑CB_4000/5000‑2 through R1.

• S1 should have a route reaching CL1 through NS_VPX‑CB_4000/5000‑2.

• NS_VPX‑CB_ 4000/5000‑2 has a route for reaching NS_VPX_CB_4000/5000‑1 through R2.

The following table lists the settings on CB_4000/5000‑1 in datacenter DC1.

Entity Name Details

IP address of Client CL1 10.102.147.10

Settings on NAT device
NAT‑Dev‑1

NAT IP address on public side 203.0.113.30*

NAT IP address on private side 10.10.7.70

Settings on CB_4000/5000‑1

Management service IP address
of CB_4000/5000‑1

10.10.1.10

Settings on
NS_VPX_CB_4000/5000‑1
running on CB_4000/5000‑1

The NSIP address 10.10.1.20

SNIP address 10.10.5.30

Cloud Connector tunnel Cloud_Connector_DC1‑DC2 Local endpoint IP address of
the Citrix Cloud Connector
tunnel = 10.10.5.30, Remote
endpoint IP address of the
Citrix Cloud Connector tunnel =
203.0.210.30*
GRE Tunnel Details
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Entity Name Details

Name =
Cloud_Connector_DC1‑DC2
IPSec Profile Details

Name =
Cloud_Connector_DC1‑DC2,
Encryption algorithm = AES,
Hash algorithm = HMAC SHA1

Policy based Route CBC_DC1_DC2_PBR Source IP range = Subnet in
datacenter1 =
10.102.147.0‑10.102.147.255,
Destination IP range = Subnet
in datacenter2 =
10.20.20.0‑10.20.20.255, Next
hop type = IP Tunnel, IP tunnel
name = CBC_DC1_DC2

*These should be public IP addresses.

The following table lists the settings on CB‑ 4000/5000‑2 in datacenter DC2.

Entity Name Details

IP address of Server S1 10.20.20.10

Settings on NAT device
NAT‑Dev‑2

NAT IP address on public side 203.0.210.30*

NAT IP address on private side 10.10.8.80

Settings on CB_4000/5000‑2

Management service IP address
of CB_SDX‑1

10.10.2.10

Settings on
NS_VPX_CB_4000/5000‑2
running on CB_4000/5000‑2

The NSIP address 10.10.2.20

SNIP address 10.10.6.30
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Entity Name Details

Citrix Cloud Connector tunnel Cloud_Connector_DC1‑DC2 Local endpoint IP address of
the Citrix Cloud Connector
tunnel = 10.10.6.30, Remote
endpoint IP address of the
Citrix Cloud Connector tunnel =
203.0.113.30*
GRE Tunnel Details

Name =
Cloud_Connector_DC1‑DC2
IPSec Profile Details

Name =
Cloud_Connector_DC1‑DC2,
Encryption algorithm = AES,
Hash algorithm = HMAC SHA1

Policy based Route CBC_DC1_DC2_PBR Source IP range = Subnet in
datacenter2 =
10.20.20.0‑10.20.20.255,
Destination IP range = Subnet
in datacenter1 =
10.102.147.0‑10.102.147.255,
Next hop type = IP Tunnel, IP
tunnel name = CBC_DC1_DC2

*These should be public IP addresses.

Following is the traffic flow in the Citrix Cloud Connector tunnel:

1. Client CL1 sends a request to server S1.

2. The request reaches the Citrix virtual appliance NS_VPX_CB_4000/5000‑1 running on Citrix SD‑
WANWANOP appliance CB_4000/5000‑1.

3. NS_VPX_CB_ 4000/5000‑1 forwards the packet to one of the SD‑WANWANOP instances running
on theCitrix SD‑WANWANOPapplianceCB_4000/5000‑1 forWANoptimization. Afterprocessing
the packet, the SD‑WANWANOP instance returns the packet to NS_VPX_CB_4000/5000‑1.

4. The request packet matches the condition specified in PBR entity CBC_DC1_DC2_PBR (config‑
ured inNS_VPX_CB_4000/5000‑1), because the source IPaddressand thedestination IPaddress
of the request packet belong to the source IP range and destination IP range, respectively, set
in CBC_DC1_DC2_PBR.
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5. Because the tunnel CBC_DC1_DC2_PBR is bound to CBC_DC1_DC2_PBR, the appliance
prepares the packet to be sent across the Cloud_Connector_DC1‑DC2 tunnel.

6. NS_VPX_CB_ 4000/5000‑1 uses the GRE protocol to encapsulate each of the request packets by
adding a GRE header and a GRE IP header to the packet. In the GRE IP header, the destination
IP address is the address of the cloud connector tunnel (Cloud_Connector_DC1‑DC2) end point
in datacenter DC2.

7. For Cloud Connector tunnel Cloud_Connector_DC1‑DC2, NS_VPX_CB_4000/5000‑1 checks the
storedIPSec security association (SA) parameters for processing outbound packets, as agreed
between NS_VPX_CB_4000/5000‑1 and NS_VPX_CB_4000/5000‑2. The IPSec Encapsulating Se‑
curity Payload (ESP) protocol in NS_VPX_CB_4000/5000‑1 uses these SA parameters for out‑
bound packets, to encrypt the payload of the GRE encapsulated packet.

8. The ESP protocol ensures the packet’s integrity and confidentiality by using the HMAC
hash function and the encryption algorithm specified for the Citrix Cloud Connector tunnel
Cloud_Connector_DC1‑DC2. The ESP protocol, after encrypting the GRE payload and calculat‑
ing the HMAC, generates an ESP header and an ESP trailer and inserts them before and at the
end of the encrypted GRE payload, respectively.

9. NS_VPX_CB_4000/5000‑1 sends the resulting packet NS_VPX_CB_4000/5000‑2.

10. NS_VPX_CB_4000/5000‑2 checks the stored IPSec security association (SA) parameters for pro‑
cessing inbound packets, as agreed between CB_DC‑1 and NS_VPX‑AWS for the Cloud Connec‑
tor tunnel Cloud_Connector_DC1‑DC2. The IPSec ESP protocol on NS_VPX_CB_4000/5000‑2
uses these SA parameters for inbound packets, and the ESP header of the request packet, to
decrypt the packet.

11. NS_VPX_CB_4000/5000‑2 then decapsulates the packet by removing the GRE header.

12. NS_VPX_CB_4000/5000‑2 forwards the resulting packet to CB_VPX_CB_4000/5000‑2, which
applies WAN‑optimization‑related processing to the packet. CB_VPX_CB_4000/5000‑2 then
returns the resulting packet to NS_VPX_CB_4000/5000‑2.

13. The resulting packet is the same one that was received by CB_VPX_CB_4000/5000‑2 in
step 2. This packet has the destination IP address set to the IP address of server S1.
NS_VPX_CB_4000/5000‑2 forwards this packet to server S1.

14. S1 processes the request packet and sends out a response packet. The destination IP address
in the response packet is the IP address of client CL1, and the source IP address is the IP address
of server S1.
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Configure cloud connector tunnel between a datacenter and AWS/Azure

March 12, 2021

You can configure a cloud connector tunnel between a datacenter and AWS, or Azure cloud.

Consider an example in which a Citrix Cloud Connector tunnel is configured between Citrix SD‑WAN
WANOP appliance CB_DC‑1, which is deployed inWCCP/PBR one‑armmode in a datacenter, and AWS
cloud. CB_DC‑1 is connected to router R1. A NAT device is also connected to R1 for connections be‑
tween the datacenter and Internet.

Note: The settings in the examplewould alsowork for any type of Citrix SD‑WANWANOP deployment.
This setting in this example includes policy based routes instead of netbridge for allowing the desired
subnet’s traffic to pass through the Citrix Cloud Connector tunnel.

As shown in the following figure, the Citrix Cloud connector tunnel is established between Citrix vir‑
tual appliance NS_VPX_CB‑DC, running on the Citrix SD‑WAN WANOP appliance CB_DC‑1, and Citrix
virtual appliance NS_VPX‑AWS running on AWS cloud. For WAN optimizing the traffic flow over the
Citrix Cloud Connector tunnel, NS_VPX_CB‑DC is paired to Citrix SD‑WAN WANOP instances running
on CB_DC‑1, and on the AWS side, Citrix SD‑WAN WANOP virtual appliance CB_VPX‑AWS running on
AWS is paired to NS_VPX‑AWS.

The following table lists the settings in the datacenter in this example.

Entity Name Details

IP address of client CL1 10.10.6.90
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Entity Name Details

Settings on NAT device
NAT‑Dev‑1

NAT IP address on public side 66.165.176.15 *

NAT IP address on private side 10.10.7.70

Settings on CB_DC‑1

Management service IP address
of CB_DC‑1

10.10.1.10

Settings on NS_VPX_CB‑DC
running on CB_DC‑1

The NSIP address 10.10.1.20

SNIP address 10.10.5.30

IPSec profile CBC_DC_AWS_IPSec_Profile IKE version = v2, Encryption
algorithm = AES, Hash
algorithm = HMAC SHA1

Cloud Connector tunnel CBC_DC_AWS Local endpoint IP address of
the Cloud Connector tunnel =
10.10.5.30, Remote endpoint IP
address of the Cloud Connector
= Public EIP address mapped to
Cloud Connector endpoint
address (SNIP) on NS_VPX‑AWS
on AWS = 203.0.1.150*, Tunnel
protocol = GRE and IPSEC,
IPSec profile name =
CBC_DC_AWS_IPSec_Profile

Policy based route CBC_DC_AWS_PBR Source IP range = Subnet in the
datacenter =
10.10.6.0‑10.10.6.255,
Destination IP range =Subnet in
AWS =10.20.6.0‑10.20.6.255,
Next hop type = IP Tunnel, IP
tunnel name = CBC_DC_AWS

*These should be public IP addresses.

The following table lists the settings on AWS cloud in this example.
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Entity Name Details

IP address of server S1 10.20.6.90

Settings on NS_VPX‑AWS

NSIP address 10.20.1.20

Public EIP address mapped to
the NSIP address

203.0.1.120*

SNIP address 10.20.5.30

Public EIP address mapped to
the SNIP address

203.0.1.150*

IPSec profile CBC_DC_AWS_IPSec_Profile

IKE version = v2, Encryption
algorithm = AES, Hash
algorithm = HMAC SHA1
Cloud Connector tunnel CBC_DC_AWS Local endpoint IP address of

the Cloud Connector tunnel
=10.20.5.30, Remote endpoint
IP address of the Cloud
Connector tunnel = Public NAT
IP address of NAT device
NAT‑Dev‑1 in the datacenter =
66.165.176.15*, Tunnel
protocol = GRE and IPSEC,
IPSec profile name =
CBC_DC_AWS_IPSec_Profile

Policy based route CBC_DC_AWS_PBR Source IP range = Subnet in the
AWS = 10.20.6.0‑10.20.6.255,
Destination IP range = Subnet
in datacenter =
10.10.6.0‑10.10.6.255, Next hop
type = IP Tunnel, IP tunnel
name = CBC_DC_AWS

*These should be public IP addresses.

Both NS_VPX_CB‑DC, on CB_DC‑1, and NS_VPX‑AWS function in L3 mode. They enable communica‑
tion between private networks in the datacenter and AWS cloud. NS_VPX_CB‑DC and NS_VPX‑AWS
enable communication between client CL1 in the datacenter and server S1 in the AWS cloud through
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the Cloud Connector tunnel. Client CL1 and server S1 are on different private networks.

Note: AWS does not support L2 mode. Therefore, it is necessary to have only L3 mode enabled on
both the endpoints.

For proper communication between CL1 and S1, L3 mode is enabled on NS_VPX_CB‑DC and NS_VPX‑
AWS, and routes are configured as follows:

• R1 has a route for reaching S1 through NS_VPX_CB‑DC.

• NS_VPX_CB‑DC has a route for reaching NS_VPX‑AWS through R1.

• S1 should have a route reaching CL1 through NS_VPX‑AWS.

• NS_VPX‑AWS has a route for reaching NS_VPX_CB‑DC through an upstream router.

The following are the routes configured on various network devices in the datacenter for the Cloud
Connector tunnel to work properly:

Routes Network Gateway

Routes on router R1

Route for reaching server S1 10.20.6.X/24 Tunnel endpoint SNIP address
of NS_VPX_CB‑DC = 10.10.5.30

Route for reaching remote end
point of the Cloud Connector
tunnel

EIP address mapped to the
Cloud connector SNIP address
of NS_VPX‑AWS = 203.0.1.50

Private IP address of the NAT
device = 10.10.7.70

Routes on NS_VPX_CB‑DC

Route for reaching
NS_VPX‑AWS

EIP address mapped to the
Cloud connector SNIP address
of NS_VPX‑AWS = 203.0.1.50

IP address of R1 = 10.10.5.1

The following are the routes configured on various network devices on AWS cloud for the Cloud Con‑
nector tunnel to work properly:

Routes Network Gateway

Routes on server S1

Route for reaching client CL1 10.10.6.X/24 Tunnel endpoint SNIP address
of NS_VPX‑AWS = 10.10.6.1

Routes on Citrix virtual
appliance NS_VPX‑AWS
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Routes Network Gateway

Route for reaching
NS_VPX_CB‑DC

Public IP address of NAT_Dev‑1
in the datacenter =
66.165.176.15*

IP address of the upstream
router on AWS

Following is the traffic flow of a request packet from Client CL1 in the Cloud Connector tunnel:

1. Client CL1 sends a request to server S1.

2. The request reaches the Citrix virtual appliance NS_VPX_CB‑DC running on Citrix SD‑WAN
WANOP appliance CB_DC‑1.

3. NS_VPX_CB‑DC forwards the packet to one of the Citrix SD‑WAN WANOP instances running
on the Citrix SD‑WAN WANOP appliance CB_DC‑1 for WAN optimization. After processing the
packet, the Citrix SD‑WANWANOP instance returns the packet to NS_VPX_CB‑DC.

4. The request packet matches the condition specified in PBR entity CBC_DC_AWS_PBR (con‑
figured in NS_VPX_CB‑DC), because the source IP address and the destination IP address of
the request packet belong to the source IP range and destination IP range, respectively, set in
CBC_DC_AWS_PBR.

5. Because the Cloud connector tunnel CBC_DC_AWS is bound to CBC_DC_AWS_PBR, the appli‑
ance prepares the packet to be sent across the CBC_DC_AWS tunnel.

6. NS_VPX_CB‑DC uses the GRE protocol to encapsulate each of the request packets by adding a
GREheader andaGRE IPheader to thepacket. TheGRE IPheader has thedestination IP address
set to the IP address of the Cloud connector tunnel (CBC_DC‑AWS) end point on AWS side.

7. For Cloud Connector tunnel CBC_DC‑AWS, NS_VPX_CB‑DC checks the stored IPSec security as‑
sociation (SA) parameters for processing outboundpackets, as agreed betweenNS_VPX_CB‑DC
and NS_VPX‑AWS. The IPSec Encapsulating Security Payload (ESP) protocol in NS_VPX_CB‑DC
uses these SA parameters for outbound packets, to encrypt the payload of the GRE encapsu‑
lated packet.

8. The ESP protocol ensures the packet’s integrity and confidentiality by using the HMAC hash
function and the encryption algorithm specified for the Cloud Connector tunnel CBC_DC‑AWS.
TheESPprotocol, after encrypting theGREpayloadand calculating theHMAC, generates anESP
header and an ESP trailer and inserts thembefore and at the end of the encrypted GRE payload,
respectively.

9. NS_VPX_CB‑DC sends the resulting packet to NS_VPX‑AWS.

10. NS_VPX‑AWS checks the stored IPSec security association (SA) parameters for processing in‑
bound packets, as agreed between CB_DC‑1 and NS_VPX‑AWS for the Cloud Connector tunnel
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CBC_DC‑AWS. The IPSec ESP protocol on NS_VPX‑AWS uses these SA parameters for inbound
packets, and the ESP header of the request packet, to decrypt the packet.

11. NS_VPX‑AWS then decapsulates the packet by removing the GRE header.

12. NS_VPX‑AWS forwards the resulting packet to CB_VPX‑AWS, which applies WAN optimization
related processing to the packet. CB_VPX‑AWS then returns the resulting packet to NS_VPX‑
AWS.

13. The resulting packet is the same packet as the one received by CB_DC‑1 in step 2. This packet
has the destination IP address set to the IP address of server S1. NS_VPX‑AWS forwards this
packet to server S1.

14. S1 processes the request packet and sends out a response packet. The destination IP address
in the response packet is the IP address of client CL1, and the source IP address is the IP address
of server S1.

Office 365 acceleration

March 12, 2021

Citrix SD‑WANWANOPoptimizesWAN to provide consistent user experience for business applications
across branch offices and remote sites.

Microsoft Office 365 is a software‑as‑a‑service (SaaS) application, which provides the Microsoft’s Of‑
fice suite of enterprise‑grade productivity applications. This application is hosted on the cloud and is
delivered on demand to users.

The Office 365 acceleration feature allows the branch offices to gain the optimization benefits that
Citrix SD‑WANWANOP provides for Microsoft Office 365 application.

Use case

When the WAN segment is considerably slower than the internet segment, and Microsoft’s Office 365
servers are closer to the larger office than the branch‑office.

Topology

The branch‑office Office 365 traffic is sent over the WAN to the main office, and then forwarded to
Office 365 servers through the Internet. The segment between the branch office and main office is
accelerated.
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Note

The segment between the main office and Microsoft Office 365 servers is not accelerated. It is
advised that the main office connects to the closest Office 365 server.

How it works?

Citrix SD‑WAN WANOP SSL acceleration can decrypt and accelerate Office 365 traffic, providing com‑
pression. In short, Office 365 branch‑office acceleration can be thought of as a special case of RPC‑
over‑HTTPS acceleration.

Procedure

1. Create secure peering between the branch andmain office Citrix SD‑WANWANOP appliances.

2. Generate proxy certificates / private key in domain certification authority (CA).

3. Add all required CA’s in Citrix SD‑WANWANOP.

a) CA, Intermediate CA’s, root CA of the Microsoft certificates.

b) Proxy certificates/Private keys generated for office 365 URL’s.

Note
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To avoid security alerts on your browsers, the proxy certificates must be signed by
your Windows domain’s CA server, which makes it acceptable to any domain user.

4. Create SSL split proxy profile and bind the split proxy to service class (web (internet‑ secure)).

5. Initiate the office 365 connection and check the Accelerated connections.

Warning

Branch office devices that are not part of the domain will display security warnings unless
you install the certificates manually. Firefox users also have to install the certificates man‑
ually, since Firefox does not honor the device’s certificate store.

Configure Office 365 acceleration

To configure office 365 acceleration:

1. Set up a secure peering relationship between the two Citrix SD‑WANWANOP appliances, as de‑
scribed in Secure Peering

2. Create a new certificate.

Note

The server‑side Citrix SD‑WANWANOPappliance serves as an intermediary betweenOffice
365and the clients, so these certificateswill be signedby the server‑sidedomain controller
but it refers to the Office 356 domains.

a) Log on to the Certificate Authority Server for your Windows domain.

b) If necessary, add the snap‑ins for Certification Authority, Certificate Template andCer‑
tificates.

c) Navigate to Certificate Templates >Web Server Properties > Security and select all the
options.

d) Navigate toCertificates>Personal>Certificates (Computer)>All Tasks>RequestNew
Certificate.
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e) In the Certificate Enrolment window, clickNext.

f) In the Select Certificate Enrolment Policy window, select Active directory enrolment
policy.

g) In the Active Directory Enrolment Policy window, selectWeb Server > Details > Prop‑
erties.

3. Copy information from Office365 certificates into your new certificates. You will end up with a
single certificate from three Office365 certificates. Proceed as follows:

a) In a browser, such as Chrome, enter the url ‑ https://login.microsoftonline.com.
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Note

Do not log in.

b) Click the padlock icon on the URL bar and select Connection > Certificate Information >
Details.

Note

These instructions are for the Chrome browser; the procedure is the same for other
browsers also.

c) Click Subject Alternative Name, this will reveal a list of DNS names such as “lo‑
gin.microsoftonline.com.”Copy the information in the text box below it.

d) Return to your new certificate’s Certificates Properties window. Add the alternative
names in the Value field with Type as DNS to match each alternative name in the
Microsoft certificate.
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e) Repeat theprocessofdiscoveringSubjectAlternateNamesandadding themtoyour certifi‑
cate for https://outlook.office365.com, https://portal.office.com, https://office.live.com,
and https://sharepoint.com (the SharePoint URL is customer‑specific).

f) Create a Common Name for your new certificate. The example above shows a common
name as “Office365 proxy.”
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g) In the Private Key tab, selectMake private key exportable.

h) ClickOK, Enroll, and Finish.

4. Export the certificate.

a) Under Certificates > Personal > Certificates, select the above created proxy certificate,
and then select All Tasks > Export.
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b) The Certificate Export Wizard appears. Click Next.

c) In Export Private Key, select the option Yes, export the private key and click Next.

d) Retain the default values for the export file format.

e) Type and confirm the password, export the private key, and save the certificate as login‑
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portal.pfx.

5. Export your certificates.

a) In the Certificate ExportWizard, clickNext. In Export Private Key, select the optionNo,
do not export the private key. Click Next.

b) Retain the default values for the export file format.

c) Type and confirm the password, and export the private key and certificate, saving the file
to a file to a file name such as office365_keys.pfx.

6. Download the public keys of the root CA and Intermediate CAs of the Microsoft certificates.

a) From the browser, navigate to https://login.microsoftonline.com. Click the padlock icon
in the browser. Navigate to Connection > Certificate Information > Certification Path.

b) Select the root certificate (the one at the top of the list), and then click View Certificate >
Details > Copy to File. The Certificate Export Wizard appears. Click Next.
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c) Enter the file name and save the file.

Note

Alternatively, you can use Wireshark or OpenSSL to get the root and intermediate CA
names and get the certificates from ‘AUTHENTIC’source (for example, Windows SSL
store).

d) Repeat step 6 to save the root and intermediate CA’s of the following domains:

i. login.microsoftonline.com

ii. portal.office.com

iii. outlook.office356.com

iv. *.sharepoint.com

v. office.live.com

7. Add all the Office 365 server CA’s, proxy certificate/key pairs, and private keys to the server‑side
Citrix SD‑WANWANOP appliance. The CA’s are added using the CA Certificates tab on the Cer‑
tificates andKeyspage. Certificates and certificate/key pairs are addedon theCertificate/Key
Pairs tab.
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8. Create an SSL split‑proxy profile and bind the split proxy to the Web (Internet‑Secure) service
class.

a) Navigate to Configuration > Secure Acceleration > SSL Profile > Add Profile.

b) Enter the profile name of your choice. Select Profile Enabled, Parse Subject Alternative
Names, and Split Proxy.

c) Under Server‑Side Proxy Configuration > Verification Store, select Use all configured
CA stores.

d) UnderClient‑side Proxy Configuration >Certificate/Private Key, select the cert/private
key pair you created and exported previously (the one shown in the example as loginpor‑
tal.pfx). Select Build Certificate Chain. Select the CA associated with the certificate/key
pair under Certificate Chain Store.
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9. Bind the created SSL profile to the Internet (Web‑Secure) service class. Navigating toConfigure
>Optimization Rules > Service Classes and add the SSL profile to the SSL profile list.

10. Enable acceleration and disk‑based compression for the Internet (Web‑Secure) service class.

11. Initiate an Office 365 session from your browser.

The connection is accelerated. In the browser, the certificate should display your root CA, not
the actual Office 365 certificate, as the server‑side appliance’s CA certificate.
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12. On the appliance Monitoring > Connections page, verify that the Office 365 connections are
compressed and are receiving SSL acceleration.

Note

Firefox does not accept the device’s certificates by default, but has its own certificate
store. Therefore, credentials accepted in the normal Windows domain behavior by other
browsers, and by the device as a whole, must be installed manually into Firefox. To
install certificates into Firefox, follow the procedure in the section, Installing certificates
to Firefox.

Install the certificates to Firefox

To Install the server‑side appliance’s proxy certificate to the Firefox certificate store:
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1. In the Firefox browser navigating to Options > Advanced > Certificate > View Certificates >
Authorities > Import.

2. Upload the local CA proxy certificate, select all the options in theDownloading Certificatewiz‑
ard and clickOK.

SCPS support

March 12, 2021

Citrix SD‑WAN WANOP supports the SCPS (Space Communications Protocol Standard) TCP variant.
SCPS is widely used for satellite communication.

See http://www.scps.org for general SCPS information.

SCPS is a TCP variant used in satellite communication and similar applications. The appliance can
accelerate SCPS connections if the SCPS option is selected on the Configuration: Tuning page.

Themainpractical differencebetweenSCPSand thedefault appliancebehavior is that SCPS‑style “se‑
lective negative acknowledgements”(SNACKs) are used instead of standard selective acknowledge‑
ments (SACKs). These two methods of enhancing data retransmissions are mutually exclusive, so if
the appliance on one end of the connection has SCPS enabled and one does not, retransmission per‑
formance suffers. This condition also causes an “SCPS Mode Mismatch”alert.
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If you must mix SCPS‑enabled appliances with non‑SCPS‑enabled appliances, deploy them in such
a way that mismatches do not occur. You can either use IP‑based service class rules or arrange the
deployment so that each path has matching appliances.

Secure traffic acceleration

March 12, 2021

Secure traffic accelration is achieved by secure peering. Several advanced functions require that the
Citrix SD‑WANWANOP appliances at the two ends of the link establish a secure peer relationshipwith
each other, setting up an SSL signaling tunnel (also called a signaling connection). These functions
are SSL compression, signed CIFS support, and encrypted MAPI support.

Whensecurepeering is enabled, compression is automatically disabled for all partner appliances (and
computers running the Citrix SD‑WAN WANOP Plug‑in) that have not established a secure peer rela‑
tionship with the local appliance.

To establish a secure peer relationship, you have to generate security keys and certificates, and config‑
ure a securing signaling tunnel between the appliances. Before configuring the tunnel, order a crypto
license from Citrix.

Secure peering

March 12, 2021

When an appliance has secure peering enabled, connectionswith a partner for which it does not have
a secure peer relationship are not encrypted or compressed, though TCP flow‑control acceleration is
still available. Compression isdisabled toensure thatdata stored incompressionhistory fromsecured
partners cannot be shared with unsecured partners.

When the appliance at one end of a connection detects that the other appliance has secure peering
enabled, it attempts to open an SSL signaling tunnel. If the two appliances successfully authenticate
each other over this tunnel, they have a secure peering relationship. All accelerated connections be‑
tween the two appliances are encrypted, and compression is enabled.

Note

Anappliancewith securepeeringenableddoesnot compress connections tounsecuredpartners,
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using the same appliance successfully with a mix of secured and unsecured partners is difficult.
Keep this point in mind when designing your accelerated network.

A keystore password is required to access the security parameters. This keystore password is different
from the administrator’s password, to allow security administration to be separated fromother tasks.
If the keystore password is reset, all existing encrypted data and private keys are lost.

To protect data even if the appliance is stolen, the keystore password must be reentered every time
the appliance is restarted. Until this is done, secure peering and compression are disabled.

Generate security keys and certificates

Citrix SD‑WAN WANOP products are shipped without the required keys and certificates for the SSL
signaling tunnel. You must generate them yourself. You can generate keys and certificates through
your normal process for generating credentials, or with the “openssl”package fromhttp://www.open
ssl.org.

For testing purposes, you can generate and use a self‑signed X509 certificate based on a private key
(which you also generate). In production, use certificates that refer to a trusted certifying authority.
The following example calls openssl from the command line on a PC to generate a private key (
my.key) and self‑signed certificate (
my.crt):

1 pre codeblock
2 # Generate a 2048-bit private key
3 openssl genrsa -out my.key 2048
4 # Now create a Certificate Signing Request
5 openssl req -new -key my.key -out my.csr
6 # Finally, create a self-signed certificate with a 365-day expiration
7 openssl x509 -req -days 365 -in my.csr -signkey my.key -out my.crt
8 <!--NeedCopy-->

For production use, consult your organization’s security policies.

Configure secure peering

There are two ways to establish secure peering:

1. Using credentials generated by the appliances.

2. Using credentials you provide yourself.

Because an appliancewith secure peering enabledwill only compress connectionswith partner
appliances with which it has a secure peering relationship, this procedure should be applied at
the same time to all your appliances.
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To prepare the appliances for secure peering:

Perform the following procedure on each appliance in your network.

1. Install a crypto license on the appliance. Without a crypto license, secure acceleration is not
available.

a) If you have not done so already, acquire crypto licenses from Citrix.

b) If you are using a network license server, go to the Configuration > Appliance Settings >
Licensing . On the Add License section click edit, and select the Remote license server
and set Crypto License On.

c) If you are using local licensing, go to Configuration > Appliance Settings > Licensing . In
theAddLicensepage, click the Local license server option, and clickAdd to upload a local
crypto license.

d) Verify successful license installation on the Configuration > Appliance Settings > Licens‑
ing page. Under Licensing Information, a crypto license should be shown as active and
with an expiration date in the future.

2. Go to the Configuration > Secure Acceleration page. If the page has a button labeled Secure,
click it.

3. If you are taken to a Keystore Settings screen automatically, do the following:

a) Enter a keystore password twice and click Save.

b) When the screen updates to show the Secure Peering Certificates and Keys section, click
Enable Secure Peering and CA Certificate, then click Save.
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c) Skip to Step 6.

4. If you were not taken to the Keystore Settings screen automatically, click the pencil icon under
Secure Peering, then click the pencil icon under Keystore Settings. Open on the Keystore
Status pulldownmenu, and enter a keystore password twice. Click Save.

5. Enable secure peering by going to the Configuration > Secure Acceleration page and clicking
the Enable button. Ignore anywarnings at this stage. This setting enables secure peeringwhen
the required additional configuration is complete.

6. Enable encryption of compression history by going to Configuration > Secure Acceleration
User Data Store and clicking the pencil icon. Click Enable Disk Encryption, then click Save.
User data store encryption prevents unauthorized reading of the disk based compression his‑
tory, in case the appliance is stolen or returned to the factory. The security of disk data encryp‑
tion relies on the keystore password. This feature uses AES‑256 encryption. (Disk data encryp‑
tion does not encrypt the entire disk, just the compression history.)

7. If you are using appliance‑generated credentials, skip to the next step. If you are using your own
credentials, do the following:

a) Go to Configuration > Secure Acceleration and click the pencil icon under Secure Peer‑
ing, then click the pencil icon under Secure Peering Certificates and Keys. Click Enable
Secure Peering and Certificate Configuration > CA Certificate. The credential specifi‑
cation fields appear.

b) UnderCertificate/KeyPairName, click the+ iconanduploadorpaste the cert/keypair for
this appliance. If required by the credentials, also enter the key password or file password.
Click Create.

c) Under CA Certificate Store Name, click the + icon and upload or paste the CA certificate
for this appliance.

d) Keep the default values for the Certificate Verification and SSL Cipher Specification fields
unless your organization requires otherwise.

e) Click Save.
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8. Repeat for the rest of your appliances.

9. If youareusing credentials that youprovidedyourself, securepeering configuration is complete.

10. If you are using appliance‑generated credentials, perform the following procedure.

To use secure peering with appliance‑generated credentials:

1. Use the “Prepare the appliances for securing peering”procedure, above, to prepare your appli‑
ances for this procedure.

2. On one datacenter appliance, go to Configuration > Secure Acceleration and click the Enable
button, if present, to enable secure peering.

3. Click the pencil icon under Secure Peering. The keystore should be open. If it isn’t, open it now.

4. Click the pencil icon under Secure Peering Certificate and Keys. Click the Enable Secure
Peering and Private CA options, then click Save. This will generate a local self‑signed CA cer‑
tificate and a local certificate‑key pair.

5. Click + under Connected Peers. Enter the IP address, administrator’s user name, and adminis‑
trator’s password for one of your remote appliances and click Connect. This issues a CA certifi‑
cate and certificate‑key pair for the remote appliance, and copies it to the remote appliance.

Note

For SD‑WAN WANOP appliances, the IP address could be the IP address of any of the in‑
terface where web access is enabled. For SD‑WAN PE appliances, the IP address is the
management IP address.

6. Repeat this process for your other remote appliances.
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7. On the datacenter appliance, verify connectivity by going toMonitoring > Partners and Plug‑
ins > Secure Partners. For each remote appliance, the content of the Secure field should be
True, and the Connection Status should be Connected Available.

CIFS, SMB2, and MAPI

March 12, 2021

Windows is one of the common operating systems deployed on the network. TheWindows operating
system supports distributed resources shared across locations. For example, you canmake resources
in your datacenter accessible from various branch offices. For access over the network, Windows uses
Common Internet File System (CIFS) protocol for accessing shared files, and Messaging Application
Programming Interface (MAPI) protocols for accessing email through Microsoft Outlook. That is, Win‑
dows uses CIFS protocol for CIFS‑based (Windows and Samba) file transfer and directory browsing,
and Microsoft Outlook uses the MAPI protocol to access Outlook data.

You can use a Citrix SD‑WAN WANOP appliance to optimize the CIFS, Sever Message Block version 2
(SMB2), and MAPI connections over the network.

In addition to supporting the Windows operating system, Citrix SD‑WAN WANOP appliances support
CIFS and SMB2 on NetApp and Hitachi storage systems.

The flow chart below shows the complete procedure to configure a Citrix SD‑WAN WANOP appliance
for optimizing CIFS, SMB2, and MAPI traffic.

Configuring a Citrix SD‑WANWANOP appliance for optimizing CIFS, SMB2, and MAPI traffic
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Configure Citrix SD‑WANWANOP appliance to optimize secure Windows
traffic

March 12, 2021

Youmust add the Citrix SD‑WANWANOP appliance to the Windows security infrastructure before you
can optimize the signed Windows file system and encrypted MAPI Outlook/Exchange traffic.

As a result of enhancements to the Windows security system in the recent Windows releases, clients
and servers secure the traffic by authenticating and encrypting data. This requires the Citrix SD‑WAN
WANOP appliance be a trustedmember of the Windows security infrastructure before it can optimize
signed Windows file system and encrypted MAPI Outlook/Exchange traffic.

After you add the appliance to the Windows security infrastructure, the appliance has the following
capabilities:

• Acceleration of fileserver traffic for Microsoft Windows servers, NetApp servers, and Hitachi
HNAS by using signed SMB and signed SMB2 protocol.

• Acceleration of Microsoft Exchange server traffic when it is accessed by Outlook clients using
encrypted MAPI or RPC over HTTPS.

How Citrix SD‑WANWANOP appliance works in a Windows security system

Joining the appliance to aWindows domain requires administrator credentials. When it joins theWin‑
dows domain, the appliance becomes a trusted member of the domain. This allows the appliance to
be declared a member of the domain’s security infrastructure.

After the appliance has becomeapart of theWindows security infrastructure, users have to be authen‑
ticated before they can access resources. To avoid the difficulty of configuring a large number of users
in the domain, you can delegate the authentication responsibility to a delegate user.

You create a delegate user in the active directory. This user is similar to a normal user, butwith special
privileges. After creating the delegate user, youmust configure this user on the Citrix SD‑WANWANOP
appliance. The appliance uses the delegate user to authenticate on behalf of users when they access
authenticated and encrypted data streams using Windows protocols, such as CIFS and MAPI.

For accelerating CIFS and MAPI traffic, the standard Windows delegation mechanism allows you to
limit security delegation to the relevant services. This constraineddelegationhasbeenavailable since
the release of Windows Server 2003.

After becoming a part of the domain, the appliance accelerates the secure Windows traffic. A data‑
center appliance that joins a Windows domain must have a secure peer relationship with the remote
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appliance or Citrix SD‑WANWANOP Plug‑in, but only the datacenter appliance joins the Windows do‑
main. For purposes of CIFS or MAPI acceleration, the remote appliance acts as a slave to the datacen‑
ter appliance, being controlled over the secure SSL tunnel between the two. Therefore, the delegate
user credentials do not leave the datacenter.

The following figure shows a sample topology diagram for this setup.

In the above figure, a branch office client accesses resources of the datacenter. The branch office
client, being in another domain, uses NTLM authentication as a part of the Windows security system.
As with all accelerated connections between two Citrix SD‑WAN WANOP appliances in a secure peer
relationship, the CIFS or MAPI connections and NTLM authentications over the WAN are encrypted.
Depending on theWindows domain controller version, the user request from the datacenter Citrix SD‑
WAN WANOP appliance is authenticated using NTLM or Kerberos authentication protocol. After the
domain authenticates the user, subsequent access requests to the Exchange server and file servers
use Kerberos authentication protocol. The Citrix SD‑WAN WANOP appliance then optimizes the con‑
nections established between the client and the server.

If the appliances do not have a secure peer relationship, or if the datacenter appliance has not suc‑
cessfully joined the domain, the connections use TCP flow‑control acceleration, which performs no
security operations, compression, or data transformations. The connections between the client and
server are established as if the Citrix SD‑WANWANOP appliances were not there.

You can configure different client authenticationmodes onWindows operating systems. The types of
connections that the Citrix SD‑WANWANOP appliance optimizes depend on the client authentication
mode that you configure.

The following table list theWindowsclient‑authenticationmodesonWindows, and the corresponding
Citrix SD‑WANWANOP optimizations.

Authentication and Optimization Supported for Windows Operating System
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Client Operating
System

Client Authentication
Mode Optimization Comments

Windows XP/Windows
Vista/Win‑
dows7/Windows 8

Negotiate
Authentication
(SPNEGO)

TCP flow‑control
acceleration,
Compression, CIFS
protocol acceleration

Default setting used
for all Windows
releases.

Windows XP/Windows
Vista/Windows
7/Windows 8

NTLM only or Kerberos
only

TCP flow‑control
acceleration only

Non‑default
authentication modes

Note: If you use the NTLM only or Kerberos only client authentication modes, the traffic is not accel‑
erated if it is encrypted.

Requirements to add a Citrix SD‑WANWANOP appliance to the Windows security
system

To optimize traffic for secured Windows signed SMB and encrypted MAPI traffic, your Citrix SD‑WAN
WANOP deployment must meet the following requirements before you add the appliance to the Win‑
dows security infrastructure:

• Both the client‑side and server‑side acceleration appliances must have established a secure
peer relationship.

• The appliancesmust use anNTP server that is closely synchronized to the time on theWindows
domain server. Ideally, the appliances and the Windows domain server are all clients of the
same NTP server.

• Outlookmust not be configured for the (non‑default)Kerberos only orNTLMonly option. The
default (negotiated) option is required for acceleration.

• The client and server canbemembersof anydomain that has two‑way trustwith the server‑side
appliance’s domain. One‑way trust is not supported.

• A Kerberos delegate user must be set up on the domain controller, to be used by the appliance
participating in the domain’s security infrastructure.

• The DNS server IP addresses for the domain must be configured and reachable on the server‑
side appliance.

• The domain servers must be fully reachable, with both forward and reverse lookups for all the
IP addresses of the domain controllers configured on the DNS servers.

• The server‑sideCitrix SD‑WANWANOPappliance’s host namemustbeunique. Using thedefault
host name of “hostname”is likely to cause problems.
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Note

The Macintosh Outlook client does not use the MAPI (Outlook/Exchange) standard and is
not accelerated by this feature.

Add a Citrix SD‑WANWANOP appliance to the Windows security infrastructure

To optimize secure Windows traffic, the Citrix SD‑WAN WANOP appliance must be a part of the Win‑
dows security system and must authenticate itself with the security system or domain. As shown in
the below figure, to make the appliance a part of the Windows security system, you must make the
appliance join a domain (using administrative credentials). Additionally, you need to configure a new
or existing user as a delegate user by associating CIFS and Exchange services with that user. You then
have to configure this delegate user on the Citrix SD‑WANWANOP appliance.

You can use thePre Domain Check utility to find out if there are any issues with joining the appliance
to a domain.

Note

TheWindows security system uses the Exchange service tomanageMAPI connections. Configur‑
ing the setup to optimize secure Windows traffic
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Join a Citrix SD‑WANWANOP appliance to the Windows domain:

When the appliance joins the domain, it exchanges a shared secret with the domain controller, allow‑
ing the appliance to remain part of the domain indefinitely. When joining an appliance to a domain,
make sure that you have administrator credentials for the domain controller.

Tomake sure that the Citrix SD‑WANWANOP appliance optimizes the CIFS andMAPI traffic (including
traffic encapsulated as RPC over HTTPS), you must make the appliance part of the domain that the
Windows fileserver and Exchange server are a part of. You need to join the server‑side appliance to
the domain.

Note: The domain administration credentials are not saved on the appliance.

To join a Citrix SD‑WANWANOP appliance to a Windows domain:

1. Navigate to the Configuration > Secure Acceleration >Windows Domain tab.

2. Click Join Windows Domain.

3. Enter the Windows domain name in the Domain Name field.

4. In the User Name field, enter the user name of the domain controller administrator.
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5. In the Password field, specify the domain controller administrator password.

6. If necessary, edit the DNS servers for consistency with the Windows domain.

7. ClickOK.

8. In the Delegate Users section, add a delegate user, as described in the procedures below.

Configure a delegate user:

After you join the appliance to a Windows domain, you must create a user that the appliance can use
to authenticate users with the domain. This user is known as the delegate user.

Note: To create a delegate user account, you need administrator access to the Windows domain con‑
troller and the appliance. If you do not have administrator access to the Windows domain controller,
make sure that an authorized administrator performs the required tasks on the domain controller.

Setting up user authentication by using Kerberos delegation involves two tasks——configuring a del‑
egate user on the domain controller and then adding this user to the Citrix SD‑WAN WANOP appli‑
ance.

Configure a delegate user on a domain controller:

Before you configure a delegate user on a Citrix SD‑WANWANOP appliance, youmust configure a del‑
egate user with the required properties on the domain controller. You can either create a delegate
user account or use an existing user account as a delegate user account.

After creating an account or selecting an existing account, enable delegation for this user. You then
associate the delegate user with the CIFS and Exchange services, so that the traffic for these services
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can be accelerated. After you add this user to the Citrix SD‑WAN WANOP appliance, the appliance
presents delegated credentials for the services associated with this account.

Create a delegate user account:

Create a delegate user account on the Windows domain controller so that the Citrix SD‑WANWANOP
appliance can use this account on behalf of the users to authenticate them with the domain con‑
troller.

Note: If you want to configure an existing user as a delegate user, skip this procedure.

To create a delegate user account:

1. Log on to the Windows domain controller as an administrator. Make sure that the file server or
Exchange server is a member of this domain.

2. From the Startmenu, open the Active Directory Users and ComputersWindow.

3. Create a delegate user, as shown in the following screen shot:

Enable delegation for a user:

So far, the user you have created is similar to any user you create on the Active Directory server. To
enable delegation for the user, you must set the Service Principal Name attribute of the user to dele‑
gate and associate the delegate user with the required services. This makes the user to have special
privileges attached to it andmake it a delegate user.
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To enable delegation for the user:

1. From the Startmenu, open the Active Directory Users and ComputersWindow.

2. From the Viewmenu, select Advanced Features.

3. Select theUser node.

4. Right‑click the user that you want to make a delegate user.

5. From the shortcut menu, select Properties and navigate to the Attribute Editor tab, as shown
in the following screen shot:

6. From the Attributes list, select servicePrincipalName, as shown in the following screen shot:
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7. Click Edit.

8. In the Multi‑valued String Editor dialog box, in the Value to add field, specify dele‑
gate/<User_Name>, as shown in the following screen shot:
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9. Click Add.

10. ClickOK.

11. Click Apply.

12. ClickOK.

13. Open theuser’sMAPI‑CIFSDelegateUserPropertiesdialogboxandverify that theDelegation
tab has been added to the dialog box, as shown in the following screen shot:
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Associate the delegate user with CIFS and Exchange Services:

After enabling the Delegation tab for the user, you can associate the user with services for which the
user can present delegated credentials. When you add this user to the Citrix SD‑WAN WANOP appli‑
ance, the appliance presents delegated credentials for the services associated with this account.
Note: Windows security infrastructure uses the Exchange service to manage MAPI traffic.

To associate the delegate user with CIFS and Exchange services:

1. In theDelegation tab, select theTrust this user fordelegation to specific servicesonlyoption.

2. Select theUse any authentication protocol option.

3. Click Add, as shown in the following screen shot:
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4. In the Add Service dialog box, clickUsers and Computers.

5. In the Select Users or Computers dialog box, add the local computer to be selected, as shown
in the following screen shot:
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6. ClickOK.

7. In the Add Services dialog box, from the Available services list, select cifs, as shown in the
following screen shot:
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8. If you have to set up MAPI acceleration on the Citrix SD‑WANWANOP appliance, press and hold
the Ctrl key, and select the exchangeMDB service.

9. ClickOK. The services you have selected are added to the Services to which this account can
present delegated credentials list, as shown in the following screen shot:
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10. ClickOK.

11. Close the Active Directory Users and ComputersWindow.

Configure a delegate user on a Citrix SD‑WANWANOP appliance:

After configuring the delegate user on the Active Directory server, youmust configure this user on the
Citrix SD‑WANWANOP appliance, so that the appliance can present this user’s delegated credentials
to the domain. This enables the appliance to actively optimize the network traffic for the advanced
CIFS and MAPI acceleration features.

To add the delegate user to the server‑side appliance:

1. Navigate to the Configuration > Secure Acceleration >Windows Domain tab.

2. Click the Join Windows Domain button, if present.

3. Under Delegate Users, click Add.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 205



Citrix SD‑WANWANOP 11.1

4. In the Domain Name field, specify the domain name. This is typically the domain that you
specified under theWindows Domain section.

5. In theUser Name field, enter the user name of the delegate user.

6. In the Password field, specify the password of the delegate user.

7. Click Add.

Verify that the appliance has joined the domain

If, after adding the appliance to the domain, you notice that the appliance is not optimizing secure
Windows traffic, someerrormight haveprevented theappliance from joining thedomain. Youcanuse
thePre Domain Check utility to find out if there are any issueswith the appliance joining the domain.
You can even run this utility to identify possible issues before you attempt to join the appliance to a
domain.

To check the delegate user:

1. Log on to the server‑side Citrix SD‑WANWANOP appliance.

2. Navigate to Configuration > Secure Acceleration >Windows tab.

3. Click the Join Windows Domain button, if present.

4. Select a delegate user and click Edit.

5. Click Check Delegate User.
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6. Wait for the Delegate User Domain Check to complete and examine the results.

Configure CIFS and SMB2/SMB3 acceleration

March 12, 2021

TheCIFSacceleration featureprovidesa suiteofprotocol‑specific performanceenhancements toCIFS‑
based (Windows and Samba) file transfer and directory browsing, including enhancements to CIFS
transport and to related protocols such as DCERPC.

CIFS acceleration has three parts:

• TCP flow‑control acceleration—This is performed on all accelerated CIFS connections, regard‑
less of protocol version (SMB1, SMB2, or SMB3) or degree of authentication and encryption.

• CIFS protocol acceleration—These optimizations increase CIFS performance by reducing the
numberof round trips needed for running aCIFS command. Theseoptimizations areperformed
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automatically on SMB1 and SMB2 CIFS connections that either do not use CIFS packet authenti‑
cation (“signing”), orwhere signing is usedand theapplianceshave joined theWindowsdomain
in a “security delegate”role.

• CIFS compression—CIFS connections are compressed automatically whenever they meet the
requirements for CIFS protocol acceleration. In addition, SMB3 connections are compressed
when unsigned and unsealed.

On networks where CIFS signing is enabled, CIFS protocol acceleration and compression require that
you either disable CIFS packet authentication (signing), or have your datacenter appliances join the
Windows domain, and create a secure peer relationship between the datacenter appliances and your
remote appliances and Citrix SD‑WANWANOP Plug‑ins.

Table 1. CIFS acceleration features, by SMB protocol version and whether the appliance has
joined theWindows domain.

SMB Version TCP Flow Control Compression Protocol Acceleration

Signing disabled

SMB 1.0 Y Y Y

SMB 2.0 Y Y Y

SMB 2.1 Y Y N

SMB 3.0 Y Y N

Signing enabled, Citrix
SD‑WANWANOP has
joined domain **

SMB 1.0 Y Y Y

SMB 2.0 Y Y Y

SMB 2.1 Y Y Y

SMB 3.0 Y Y Y *

Signing enabled, Citrix
SD‑WANWANOP has
not joined domain

SMB 1.0 Y N N

SMB 2.0 Y N N

SMB 2.1 Y N N

SMB 3.0 Y N N
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* SMB 3.0 Support was added in release 7.4.2.

** Citrix SD‑WAN WANOP does not support NTLMv2 authentication (default for Windows 7) up with
SMB 1/ SMB 2/ SMB 3 and with NetApp server. Enabling Kerberos authentication allows accelera‑
tion.

Table 2. Which SMB protocol version is used, by client and server operating system.

Client/Server OS

Windows 8,
Windows 10, or
Windows Server
2012

Windows 7 or
Windows Server
2008 R2

Windows Vista
or Windows
Server 2008

Earlier versions
of Windows

Windows 8,
Windows 10, or
Windows Server
2012

SMB 3.0 SMB 2.1 SMB 2.0 SMB 1.0

Windows 7 or
Windows Server
2008 R2

SMB 2.1 SMB 2.1 SMB 2.0 SMB 1.0

Windows Vista
or Windows
Server 2008

SMB 2.0 SMB 2.0 SMB 2.0 SMB 1.0

Earlier versions
of Windows

SMB 1.0 SMB 1.0 SMB 1.0 SMB 1.0

Supported Versions of CIFS:

Not every CIFS implementation uses request patterns that are recognized by the appliance. These
unsupported versions do not achieve acceleration in the full range of cases, as shown in the following
table.

Table 3. Citrix SD‑WANWANOP Support for CIFS Servers and Clients.

Product Server Client

Windows Server 2003‑2012 Yes* Yes*

Windows XP, Vista, 7, 8, 2000 Yes* Yes*

NetApp Yes** N/A

Hitachi Yes** N/A
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Product Server Client

Windows NT Yes No

Windows ME and earlier No No

Others See Note See Note

* SMB 3.0 support was introduced in release 7.4.2.

** Operation with SMB 3.0 has not been tested as of release 7.4.2.

Note: Most third‑party CIFS implementations emulate one of the servers or clients listed above.
To the extent that the emulation is successful, traffic is accelerated, or not, as shown in the above
table. If the emulation behaves differently from what the CIFS accelerator expects, CIFS acceler‑
ation is terminated for that connection.

The behavior of CIFS accelerationwith a given CIFS implementation cannot be known for certain until
it has been tested.

Themodes of CIFS acceleration are:

• Large file reads and writes

• Small file reads and writes

• Directory browsing.

Large file reads and writes—These SMB1 optimizations are for file transfers of at least 640 KB. Safe
read‑aheadandwrite‑behind techniquesareused tostreamthedatawithoutpauses forevery transfer
(a transfer is 64 KB or less).

These optimizations are enabled only if the transfer has a BATCH or EXCLUSIVE lock and is “simple.”
File copies are always simple. Files opened through applications might or might not be, depending
on how they are handled within the application.

Speedup ratios of 10x are readily obtainable with CIFS acceleration, provided that your link and disks
are fast enough toaccommodate ten timesyour current transfer speeds. 50x speedupcanbeobtained
if necessary, but is not normally enabled, because of memory consumption. Contact your Citrix rep‑
resentative if 10x is not sufficient.

Small file reads andwrites—Small‑file enhancements centermore aroundmetadata (directory) op‑
timizations than around data streaming. Native CIFS does not combine metadata requests in an ef‑
ficient way. CIFS acceleration does. As with large‑file acceleration, these optimizations are not per‑
formed unless they are safe (for example, they are not performed if the CIFS client was not granted an
exclusive lock on the directory.) When the SMB2 protocol is used, file metadata is cached locally for
even greater improvements.
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Directory browsing—Standard CIFS clients perform directory browsing in an extremely inefficient
way, requiring an enormous number of round trips to open a remote folder. CIFS acceleration reduces
the number of round trips to 2 or 3. When the SMB2 protocol is used, directory data is cached locally
for even greater improvements.

CIFS protocol acceleration

CIFS acceleration is supported on allmodels. CIFS is a TCP based protocol and benefits from flow con‑
trol. However, CIFS is implemented in away that is highly inefficient on long‑haul networks, requiring
an excessive number of round trips to complete an operation. Because the protocol is very sensitive
to link latency, full acceleration must be protocol‑aware.

CIFS acceleration reduces the number of round‑trips through a variety of techniques. The pattern of
requests from the client is analyzed and its next action is predicted. In many cases, it is safe to act on
the prediction even if it is wrong, and these safe operations are the basis of many optimizations.

For example, SMB1 clients issue sequential file reads in a non‑overlapping fashion, waiting for each
64KB read to complete before issuing the next one. By implementing read‑ahead, the appliance can
safely deliver up to 10x acceleration by fetching the anticipated data in advance.

Additional techniquesacceleratedirectorybrowsingandsmall‑file operations. Acceleration is applied
not only to CIFS operations, but also to the related RPC operations.

Prerequisites

CIFS acceleration is supported on allmodels. CIFS is a TCP based protocol and benefits from flow con‑
trol. However, CIFS is implemented in away that is highly inefficient on long‑haul networks, requiring
an excessive number of round trips to complete an operation. Because the protocol is very sensitive
to link latency, full acceleration must be protocol‑aware.

CIFS acceleration reduces the number of round‑trips through a variety of techniques. The pattern of
requests from the client is analyzed and its next action is predicted. In many cases, it is safe to act on
the prediction even if it is wrong, and these safe operations are the basis of many optimizations.

For example, SMB1 clients issue sequential file reads in a non‑overlapping fashion, waiting for each
64KB read to complete before issuing the next one. By implementing read‑ahead, the appliance can
safely deliver up to 10x acceleration by fetching the anticipated data in advance.

Additional techniquesacceleratedirectorybrowsingandsmall‑file operations. Acceleration is applied
not only to CIFS operations, but also to the related RPC operations.

If your network uses CIFS signing, the appliance must be a trusted member of the domain. To make
the appliance a trusted member of the domain, see Adding a Citrix SD‑WANWANOP Appliance to the
Windows Security Infrastructure.
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Configure CIFS protocol acceleration

CIFS acceleration is enabled by default for connections that do not use CIFS signing. If your network
uses signing, it can either be disabled or the server‑side appliances can join the Windows domain.

Disable CIFS signing

Depending on their security settings, Windows servers or domain servers might need to have their
security settings adjusted.

Figure 1. Windows Server Security Options, Windows Server 2003 and Windows Server 2008.

Windows file servers have two security modes: “sealing”and “signing.”

Sealing encrypts the data stream and prevents CIFS protocol acceleration altogether.

Signing adds authentication data to every data packet, without encrypting the data stream. This pre‑
vents acceleration unless you have implemented the procedures described in Adding a Citrix SD‑WAN

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 212

https://docs.netscaler.com/en-us/citrix-sd-wan-wanop/11-1/secure-traffic-acceleration/cifs-smb2-mapi/configure-sd-wan-wanop-appliance-to-optimize-secure-windows-traffic.html
https://docs.netscaler.com/en-us/citrix-sd-wan-wanop/11-1/secure-traffic-acceleration/cifs-smb2-mapi/configure-sd-wan-wanop-appliance-to-optimize-secure-windows-traffic.html
https://docs.netscaler.com/en-us/citrix-sd-wan-wanop/11-1/secure-traffic-acceleration/cifs-smb2-mapi/configure-sd-wan-wanop-appliance-to-optimize-secure-windows-traffic.html


Citrix SD‑WANWANOP 11.1

WANOPAppliance to theWindowsSecurity Infrastructure. When this requirement ismet, signing is ac‑
celerated automatically. Otherwise, signingmust bedisabled (if it is not disabled already) for protocol
acceleration to take place.

By default, Windows file servers offer signing but do not require it, except for domain servers, which
require it by default.

To achieve CIFS accelerationwith systems that currently require signing, youmust change the system
security settings to disable this requirement. You can do so in the local security settings on the file
server, or in group policies. The following examples, for Windows Server 2003 and Windows Server
2008, show the local settings. The group‑policy changes are, of course, almost identical.

Citrix SD‑WANWANOP

To change the server’s setting to allow CIFS acceleration

1. Navigate to the system’s Local Security Settings page.

2. Set Domain member: Digitally encrypt or sign secure channel data (always) to Disabled.

3. Set Microsoft network client: Digitally sign communications (always) to Disabled.

4. Set Microsoft network server: Digitally sign communications (always) to Disabled.

Interpret CIFS statistics

The Monitoring: Filesystem (CIFS/SMB) page shows a list of accelerated CIFS connections. These con‑
nections are divided into “optimized”and “non‑optimized”connections. Because all these connec‑
tions are accelerated (with flow control and compression), “optimized”connections have CIFS opti‑
mizations in addition to flow control and compression, while “non‑optimized”connections have flow
control and compression only.

CIFSmanagement summary

• CIFS acceleration provides significant improvement even at relatively short link distances.

• CIFS acceleration begins when a file system is first accessed by the client. If acceleration is en‑
abled with the file server and client already up and running, no acceleration occurs for many
minutes, until the preexisting CIFS connections are fully closed. CIFS connections are very per‑
sistent and last a long time before closing themselves, even when idle. This behavior is annoy‑
ing during test, but has little importance in normal deployment.

• Dismounting and remounting a file system in Windows does not close the CIFS connections,
because Windows does not really dismount the file system fully. Rebooting the client or server
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works. For a less invasive measure, use the NET USE devicename /DELETE command from the
Windows command line to fully dismount the volume. In Linux, smbmount and umount fully
dismount the volume.

• Disabling and then reenabling CIFS read andwrite optimizations on the appliance raises similar
issues. Existing connections do not become accelerated when CIFS is enabled, and the number
of “protocol errors detected”on the Monitoring: Filesystem (CIFS/SMB) page increases briefly.

• CIFS statistics can be confusing, because only the appliance farthest from the fileserver reports
CIFS acceleration with full statistics. The other appliance sees it as ordinary acceleration.

• CIFS acceleration is not supported in proxy mode.

• If CIFS acceleration does not take place with a Windows server, check the server’s security set‑
tings.

Configure MAPI acceleration

March 12, 2021

MicrosoftOutlook acceleration provides improved performance for traffic betweenMicrosoftOutlook
clients andMicrosoft Exchange Servers, increasing throughput with a variety of optimizations, includ‑
ing data prefetching and compression.

This feature is also called “MAPI acceleration,”after the MAPI protocol used between Outlook and Ex‑
change Server.

In networks where the Outlook data stream is unencrypted (the default before Outlook 2007), this
feature requires no configuration.

In networks where the Outlook data is encrypted (the default with Outlook 2007 and later), accelera‑
tion can be obtained in one of two ways: by disabling encryption in the Outlook clients or by having
the appliances join the Windows domain.

Supported outlook exchange versions andmodes

Citrix SD‑WANWANOP appliances provide MAPI acceleration for Microsoft Outlook 2003‑2016 and Ex‑
change Server 2003‑2010, in the following circumstances:

• Any combination of supported clients and servers (using the MAPI protocol) is supported.

• If the server‑side appliance has joined a Windows domain, connections with MAPI encryption
are accelerated. Otherwise, they are not, and encryption should be disabled in the Outlook
clients.
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Note

In Exchange Server 2013 theMAPI protocol changed to RPC over HTTP protocol, this proto‑
col is supported. With Exchange Server SP1, the RPC over HTTP protocol changed to MAPI
over HTTP protocol, this protocol is currently not supported.

Prerequisites

If your network uses encrypted Outlook data, which is the default setting in Outlook 2007 and later,
youmust implement one of the following prerequisites tomake sure that MAPI connections are accel‑
erated:

• Disable encryption in the Outlook clients.

• Perform the tasks described in Adding a Citrix SD‑WANWANOP Appliance to theWindows Secu‑
rity Infrastructure.

Configuration

Outlook acceleration is a zero‑configuration feature that is enabled by default. (If not wanted, it can
be disabled by disabling acceleration on the MAPI service class on the
Configuration: Service Class Policy page.) Outlook acceleration takes place automatically if the
following conditions are met:

• There is an appliance at the Exchange Server end of the WAN.

• Either there is an appliance at the Outlook end of the WAN, or the system running Outlook is
also running the Citrix SD‑WANWANOP Plug‑in.

• All Outlook/Exchange traffic passes through the appliances (or appliance and plug‑in).

• Either the Exchange Server or Outlook is restarted (acceleration does not begin until existing
MAPI connections are closed).

• Either encryption is disabled on Outlook, or the server‑side appliance belongs to the Windows
domain and has a secure peer relationship with the client‑side appliance (or Citrix SD‑WAN
WANOP Plug‑in). In the case where the appliance has joined the Windows domain, authenti‑
cation on the domain must be kept at the default setting (negotiate), for acceleration to work.

Disable encryption on Outlook 2007 or Outlook 2010

Unless the server‑side appliance has joined the Windows domain and has a secure peer relationship
with the client‑side appliance (or Citrix SD‑WAN WANOP Plug‑in), encryption between Outlook and
Exchange Server must be disabled for acceleration to take place.
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Encryption was disabled by default before Outlook 2007. Starting with Outlook 2007, encryption is
enabled by default.

Performance note

MAPI uses a different data format from other protocols. This difference prevents effective cross‑
protocol compression. That is, a file that was first transferred through FTP and then as an email
attachment does not receive a compression advantage on the second transfer. If the same data is
sent two times in MAPI format, the second transfer receives full compression.

SSL compression

March 12, 2021

Citrix SD‑WAN WANOP SSL compression applies multisession compression to SSL connections (for
example, HTTPS traffic), providing compression ratios of up to 10,000:1.

Note

SSL compression requires a secure peering (signaling) connection between the two appliances
at the ends of the accelerated link.

Encryption is maintained from end to end by splitting the connection into three encrypted segments:
client to client‑side appliance, client‑side appliance to server‑side appliance, and server‑side appli‑
ance to server.
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Caution: SSL Compression decrypts the encrypted data stream and, unless the User Data Encryption
option is used, the compression histories of both acceleration units retain clear‑text records of the
decrypted data. Verify that your deployment and settings are consistent with your organization’s se‑
curity policies. Citrix recommends that you enable encryption of the compression history on each
unit when you configure the secure peering signaling connection required for SSL acceleration.

Note

• WhenyouenableSSLcompression, theappliance stopsattempting compressionwithother
appliances with which it does not have a secure peer relationship (whether Citrix SD‑WAN
WANOP, or Citrix SD‑WAN WANOP Plug‑in). This feature is thus best‑suited for networks
where all appliances are configured for SSL compression.

• With SSL compression enabled, you must manually type in the Key Store password each
time the appliance is restarted.

How SSL compression works

March 12, 2021

SSL compression has access to the clear‑text data of the connection, because the server‑side appli‑
ance acts as a security delegate of the endpoint servers. This behavior is possible because the server‑
side appliance is configured with copies of the servers’security credentials (private keys and certifi‑
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cates), allowing it to act on the servers’behalf. To the client, this behavior is equivalent to communi‑
cating directly with the endpoint server.

Because the appliance is working as a security delegate of the server, most configuration is on the
server‑side appliance. The client‑side appliance (or plug‑in) acts as a satellite of the server‑side appli‑
ance and does not require per‑server configuration.

The server‑side and client‑side appliances share session status through an SSL signaling connection.
All accelerated connections between the two appliances are sent over SSL data connections,whether
the original connections were encrypted or not.

Note: SSL compression does not necessarily encrypt all link traffic. Traffic that was originally en‑
crypted remains encrypted, but unencrypted traffic is not always encrypted. The appliances do not
attempt to encrypt unaccelerated traffic. Because there is no absolute guarantee that any given con‑
nection will be accelerated (various events prevent acceleration), there is no guarantee that the ap‑
pliances will encrypt a given unencrypted connection.

SSL compression operates in one of two modes: transparent proxy or split proxy. These two modes
support slightly different SSL features. You select the mode that provides the features a given appli‑
cation requires.

Which SSL proxy mode to use—Use SSL transparent proxy mode only if you require true client au‑
thentication (that is, authentication that correctly identifies the individual endpoint client) and you
do not require Diffie‑Hellman, Temp RSA, TLS session tickets, SSL version 2, or session renegotiation.
Use SSL split proxy for all other deployments.

SSL transparent proxy

In SSL transparent proxy mode (not to be confused with transparent mode on the Citrix SD‑WAN
WANOP Plug‑in), the server‑side appliance masquerades as the server. The server’s credentials
(certificate‑key pair) are installed on the server‑side appliance so that it can act on the server’s behalf.
The server‑side appliance then configures the client‑side appliance to handle the client end of the
connection. The server’s credentials are not installed on the client‑side appliance.

True client authentication is supported in this mode, but Temp RSA and Diffie‑Hellman are not. SSL
transparent proxy mode is suited for applications that require client authentication, but only if none
of the following features are required: Diffie‑Hellman, Temp RSA, TLS session tickets, SSL version 2.
Also, session renegotiation must not be attempted, or the connection terminates.

No configuration is required on the client‑side appliance (other than configuring a secure peering re‑
lationshipwith the server‑side appliance), and no configuration is required on the client, which treats
the connection exactly as if it were communicating directly with the server.
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SSL split proxy

SSL split proxymode is preferred inmost instances, because it supports TempRSA and Diffie‑Hellman,
whichmany applications require. In SSL split proxymode, the server‑side appliancemasquerades as
a server to the client, and as a client to the server. You install server credentials (a certificate‑key pair)
on the server‑side appliance to allow it to act on the server’s behalf.

Split proxy mode also supports proxied client authentication if you install optional client credentials,
which are presented to the endpoint server application if it requests client authentication. These
client credentials will be presented instead of the actual endpoint client’s credentials. (Use transpar‑
ent proxy if the endpoint client credentials are required by the application.)

Because true client authentication is not supported in this mode, the server cannot authenticate the
actual endpoint client. If the server‑side appliance is not configured with client credentials, all at‑
tempts by the server‑side application at client authentication fail. If the server‑side appliance is con‑
figured with client credentials, all requests for client authentication will be answered with these cre‑
dentials, regardless of the identity of the actual client.

No configuration is required on the client‑side appliance (other than configuring a secure peering re‑
lationshipwith the server‑side appliance), and no configuration is required on the client, which treats
the connection as if it were communicating directly with the server. The server credentials on the
server‑side appliance are not installed on the client‑side appliance.

To support multiple servers, multiple private certificate‑key pairs can be installed on the appliance,
one per SSL profile. Special SSL rules in the service class definitions match up servers to SSL profiles,
and thus SSL profiles to credentials.

In SSL split proxymode, the CA certificates and certificate‑key pairs and CA certificates do not actually
have tomatch those of the servers, though they can. Due to the nature of a split proxy, the server‑side
appliance can be use credentials that are acceptable to the client application (valid credentials issued
by a trusted authority). Note that, in the case of HTTPS connections, Web browsers issue a warning if
the commonnamedoesnotmatch thedomainname in theURL. In general, using copies of the server’
s credentials is the more trouble‑free option.
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Configure SSL compression

March 12, 2021

TheCitrix SD‑WANWOSSLcompression featureenablesmultisessioncompressionofSSLconnections
(for example, HTTPS traffic), providing a compression ratios of up to 10,000:1. For more information,
see SSL Compression.

For SSL compression to work, the Citrix SD‑WANWANOP appliance needs certificates from either the
server or the client. To support multiple servers, multiple private keys can be installed on the appli‑
ance, one per SSL profile. Special SSL rules in the service class definitions match up servers to SSL
profiles, and thus SSL profiles to private keys.

SSL compression works in split proxy or transparent proxy mode, you can choose the mode as per
your requirement. For more information, see How SSL Compression Works.

Note

Transparent proxy mode is currently not supported.

To enable secure access with SSL tunnel, the latest SSL protocol TLS 1.2 is used in SSL proxy. You can
choose to use TLS1.2 protocol only or use TLS1.0, TLS1.1 and TLS1.2 protocols.

Note

SSL protocols SSL v3 and SSL v2 are no longer supported.

To configure SSL compression:

1. Acquire copies of your server’s CA certificate and private certificate‑key pair and install them
on the server‑side appliance. These credentials are likely to be application‑specific. That is, a
server might have different credentials for an Apache Web server than for an Exchange Server
running RPC over HTTPS.
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2. You can choose to create a split proxy SSL Profile or a Transparent proxy SSL profile.

For information on configuring split proxy SSL profile, see Configuring a Split Proxy SSL Pro‑
file section below.

For information on configuring transparent proxy SSL profile, see Configuring Transparent
Proxy SSL Profile section below.

Note

Transparent proxy SSL profile is currently not supported.

3. Attach the SSL profile to a service class on the server‑side appliance. This can be done by either
creating a new service class based on the server IP, or by modifying an existing service class.

For more information see, Creating or Modifying the Service Class section below.

4. Set service classes on the client‑side appliance. SSL traffic is not compressed unless it falls into
a service class, on the client‑side appliance, that enables acceleration and compression. This
can be an ordinary service‑class rule, not an SSL rule (only the server‑side appliance needs SSL
rules), but it must enable acceleration and compression. The traffic falls into an existing ser‑
vice class, such as “HTTPS”or “Other TCP Traffic.”If this class’s policy enables acceleration and
compression, no additional configuration is needed.

5. Verify operation of the rule. Send traffic that should receive SSL acceleration through the ap‑
pliances. On the server‑side appliance, on the Monitoring: Optimization: Connections: Accel‑
erated Connections tab, the Service Class column shouldmatch the service class you set up for
secure acceleration, and the SSL Proxy column should list True for appropriate connections.

Configure a split proxy SSL profile

To configure a split proxy SSL profile:

1. In the server‑side Citrix SD‑WAN WO appliance, navigate to Configuration > Secure Accelera‑
tion > SSL Profile and click Add Profile.

Note

You can either manually add an SSL profile or import one that is stored on your local com‑
puter.

2. In the Profile Name field, enter a name for the SSL profile and select Profile Enabled.

3. If your SSL server uses more than one virtual host name, In the Virtual Host Name field, enter
the target virtual host name. This is the host name listed in the server credentials.
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Note

To support multiple virtual hosts, create a separate SSL profile for each host name.

4. Choose Split proxy type.

5. In the Certificate Verification field, retain the default value (Signature/Expiration) unless your
policies dictate otherwise.

6. Perform server‑side proxy configuration:

In the Verification Store field, select an existing server Certificate Authority (CA), or click + to
upload a server CA.

Choose Authentication Required and in the Certificate/Private Key field select a certificate
key pair, or click + to upload a certificate key pair.

In the Protocol Version field, select the protocols your server accepts.

Note

Citrix SD‑WAN WO supports a combination of TLS1.0, TLS1.1 or TLS1.2, or TLS1.2 only.
SSL protocols SSLv3 and SSLv2 are not supported.

If necessary, edit the Cipher Specification string, using the OpenSSL syntax.

If required, select the type of renegotiation from the Renegotiation Type drop‑down list to al‑
low client‑side SSL session renegotiation.
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7. Perform client‑side proxy configuration:

In the Certificate/Private Key field, retain the default value.

Choose Build Certificate Chain to allow the server‑side appliance to build the SSL certificate
chain.

If required, select or upload a CA store to use as the Certificate Chain Store.

In theProtocol Version field, select the protocol versions youwant to support on the client side.

Note

Citrix SD‑WAN WO supports a combination of TLS1.0, TLS1.1 or TLS1.2, or TLS1.2 only.
SSL protocols SSLv3 and SSLv2 are not supported.

If necessary, edit the client‑side Cipher Specification.

If required, select the type of renegotiation from the Renegotiation Type drop‑down list to al‑
low client‑side SSL session renegotiation.

8. Click Create.

Configure transparent proxy SSL profile

To configure a transparent proxy SSL profile:
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1. In the server‑side Citrix SD‑WAN WO appliance, navigate to Configuration > Secure Accelera‑
tion > SSL Profile and click Add Profile.

Note

You can either manually add an SSL profile or import one that is stored on your local com‑
puter.

2. In the Profile Name field, enter a name for the SSL profile and select Profile Enabled.

3. If your SSL server uses more than one virtual host name, In the Virtual Host Name field, enter
the target virtual host name. This is the host name listed in the server credentials.

Note

To support multiple virtual hosts, create a separate SSL profile for each host name.

4. Choose Transparent proxy type.

5. In the SSL Server’s Private Key field, select the server’s private key from the drop‑downmenu,
or click + to upload a new private key.

6. Click Create.

Create or modify the service class

To create or modify the service class and attach the SSL Profile:

1. In the Citrix SD‑WAN WO appliance web interface, navigate to Configuration > Optimization
Rules > Service Classes and click Add. To edit an existing service class, select the appropriate
service class and click Edit.

2. In the Name field, enter a name for the new service class (for example, “Accelerated HTTPS”).

3. Enable compression by setting the Acceleration Policy to Disk,Memory or Flow Control.
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4. In the Filter Rules section, click Add.

5. In the Destination IP Address field, type the server’s IP address (for example, 172.16.0.1 or,
equivalently, 172.16.0.1/32.

6. In the Direction field, set the rule to Unidirectional. SSL profiles are disabled if Bidirectional is
specified.

7. In theSSLProfiles section, select theSSLprofile that youcreatedandmove it to theConfigured
section.

8. Click Create to create the rule.

9. Click Create to create the service class.

Updated CLI command

Citrix SD‑WANWO 9.3 supports the latest TLS1.2 SSL protocol. You can choose to use TLS1.2 protocol
only or any version of TLS protocols. SSL protocols SSL v3 and SSL v2, and transparent proxy SSL
profiles are not supported. The add ssl‑profile and set ssl‑profile CLI commands are updated to
reflect these changes.

add ssl‑profile:

1 *-name “ profile-name ” *
2
3 *\[-state {
4 enable, disable }
5 \]*
6
7 *-proxy-type split*
8
9 *\[-virtual-hostname “ hostname ” \]*

10
11 *-cert-key “ cert-key-pair-name ” *
12
13 *\[-build-cert-chain {
14 enable, disable }
15 \]*
16
17 *\[-cert-chain-store {
18 use-all-configured-CA-stores, “ store-name ” }
19 \]*
20
21 *\[-cert-verification {
22 none, Signature/Expiration, Signature/Expiration/*
23
24 *Common-Name-White-List, Signature/Expiration/Common-Name-Black-List }
25 \]*
26
27 *\[-verification-store {
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28 use-all-configured-CA-stores, “ store-name ” }
29 \]*
30
31 *\[-server-side-protocol {
32 TLS-1.2, TLS-version-any }
33 \]*
34
35 *\[-server-side-ciphers “ ciphers ” \]*
36
37 *\[-server-side-authentication {
38 enable, disable }
39 \]*
40
41 *\[-server-side-cert-key “ cert-key-pair-name ” \]*
42
43 *\[-server-side-build-cert-chain {
44 enable, disable }
45 \]*
46
47 *\[-server-side-renegotiation {
48 disable-old-style, enable-old-style, new-style,*
49
50 *compatible }
51 \]*
52
53 *\[-client-side-protocol-version {
54 TLS-1.2, TLS-version-any }
55 \]*
56
57 *\[-client-side-ciphers “ ciphers ” \]*
58
59 *\[-client-side-renegotiation {
60 disable-old-style, enable-old-style, new-style,*
61
62 *compatible }
63 \]*

set ssl‑profile:

1 *-name “ profile-name ” \[-state {
2 enable, disable }
3 \]*
4
5 *\[-proxy-type split\]*
6
7 *\[-virtual-hostname “ hostname ” \]*
8
9 *\[-cert-key “ cert-key-pair-name ” \]*

10
11 *\[-build-cert-chain {
12 enable, disable }
13 \]*
14
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15 *\[-cert-chain-store {
16 use-all-configured-CA-stores, “ store-name ” }
17 \]*
18
19 *\[-cert-verification {
20 none, Signature/Expiration, Signature/Expiration/*
21
22 *Common-Name-White-List, Signature/Expiration/Common-Name-Black-List }
23 \]*
24
25 *\[-verification-store {
26 use-all-configured-CA-stores, “ store-name ” }
27 \]*
28
29 *\[-server-side-protocol {
30 TLS-1.2, TLS-version-any }
31 \]*
32
33 *\[-server-side-ciphers “ ciphers ” \]*
34
35 *\[-server-side-authentication {
36 enable, disable }
37 \]*
38
39 *\[-server-side-cert-key “ cert-key-pair-name ” \]*
40
41 *\[-server-side-build-cert-chain {
42 enable, disable }
43 \]*
44
45 *\[-server-side-renegotiation {
46 disable-old-style, enable-old-style, new-style,*
47
48 *compatible }
49 \]*
50
51 *\[-client-side-protocol-version {
52 TLS-1.2, TLS-version-any }
53 \]*
54
55 *\[-client-side-ciphers “ ciphers ” \]*
56
57 *\[-client-side-renegotiation {
58 disable-old-style, enable-old-style, new-style,*
59
60 *compatible }
61 \]*
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SSL Compression with Citrix SD‑WANWANOP plug‑in

March 12, 2021

The Citrix SD‑WAN WANOP Plug‑in is always used as the client‑side unit and thus requires no addi‑
tional SSL configuration other than installing credentials for the SSL signaling (secure peering) con‑
nection. The main difference between SSL compression on the plug‑in and the appliance is that the
plug‑in is unable to encrypt the user data in the disk based compression history.

Caution: Because disk based compression history on the Plug‑in is not encrypted, it retains a clear‑
text recordofpotentially sensitiveandephemeral encryptedcommunications. This lackof encryption
is potentially dangerous on computers for which physical access is not controlled. Therefore, Citrix
recommends the following best practices:

• Do not use Certificate Validation: None on your appliances. (Note that, in this case, the appli‑
ance refuses to allow compression with plug‑ins that do not have appropriate certificates.)

• Install certificatesonlyonsystems that canbeverified tomeetyourorganization’s requirements
for physical or data security (for example, laptops that use full‑disk encryption).

The Citrix SD‑WANWANOPPlug‑in supports both SSL split proxy and SSL transparent proxy. The plug‑
in shipswithout certificate‑key pairs for the SSL signaling connection. If desired, the same credentials
can be used by all plug‑ins, or each plug‑in can have its own credentials.

The plug‑in does not attempt SSL compression unless credentials have been installed.

The plug‑in inherits its crypto license from the appliance.

RPC over HTTP

March 12, 2021

Microsoft Exchange Server is one of the common email servers used across organizations. As a result
of recent enhancements in Microsoft Exchange Server, you can securely connect to it over the Inter‑
net. Depending on the available bandwidth, you might experience latency in the email delivered to
the Outlook client. In addition to the MAPI protocol, the Citrix SD‑WAN WANOP appliance supports
Remote Procedure Call over HTTPS (RPC over HTTPS) to optimize Microsoft Exchange traffic. This
feature is also known as Outlook Anywhere.

RPC over HTTPS is not a new protocol, but starting with Microsoft Exchange 2013, it replaces MAPI
as the default protocol. The main advantage of RPC over HTTPS is that it enables clients to securely
connect to the mail server over the Internet.
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WhenyouuseRPCoverHTTPS, theMicrosoftExchange servermust use adigital certificate andprivate
key to authenticate itself to the Outlook client. The communication between the client and server
uses HTTPS as a transport protocol.

On the Citrix SD‑WANWANOP appliance, RPC over HTTPS is supported for the following theMicrosoft
Outlook and Exchange Server versions:

• Microsoft Outlook

– Microsoft Outlook version 2007

– Microsoft Outlook version 2010

– Microsoft Outlook version 2013

• Microsoft Exchange Server

– Microsoft Exchange Server version 2007

– Microsoft Exchange Server version 2010

– Microsoft Exchange Server version 2013

Of these, all versions except Microsoft Exchanges Server 2013 support MAPI (over TCP) as well as RPC
over HTTPS. However, Microsoft Exchange Server 2013 forces connections to use RPC over HTTPS,
regardless of the Microsoft Outlook version you use, to connect to the Exchange server.

Configure RPC over HTTPS

By default, the RPC over HTTPS feature is enabled on the appliance. However, to configure the appli‑
ance to accelerate RPC over HTTPS, youmust perform the following additional tasks:

• Configure encrypted MAPI.

• Configure an SSL profile with a server certificate.

• Create an RPC over HTTPS service class and bind the SSL profile to it.

Configure Encrypted MAPI

Note

Skip this section if you have already configured encrypted MAPI acceleration on the appliance.

Microsoft Outlook uses Messaging Application Programming Interface (MAPI) connections between
Outlook clients and the Microsoft Exchange server. MAPI connections use RPCs, which are encapsu‑
lated by an HTTP connection. Therefore, before you configure RPC over HTTPS on a Citrix SD‑WAN
WANOP appliance, youmust configure encrypted MAPI on the appliance.
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Prerequisites:

Before you configure encrypted MAPI, make sure that the following prerequisites are met:

• The Secure Peer option should be set to True on the client as well as the server‑side appliance.
To configure a secure partner, see Secure Peering.

• The DNS IP address configured on the server‑side appliance must be reachable.

• The datacenter‑side appliance must successfully join the domain.

• A delegate user must be added to the datacenter‑side appliance, and its status should be
marked as “Success.”

For more information, see Configure a Citrix SD‑WAN WANOP appliance to optimize secure Windows
traffic.

Configure an SSL profile with a server certificate

TheHTTPS connection that encapsulates theMAPI connection is secured by SSL. As a result, RPC over
HTTPS requires connectivity through TCP port 443. This port is assigned to HTTPS, which web‑server
administrators usually keep open in the firewall application. Using SSL‑protected communication
helps RPC over HTTPS to maintain the security of all communications.

To enable RPC over HTTPS acceleration, you must install a server certificate on the appliance. Using
this server certificate, you can configure an SSL profile that RPC over HTTPS uses for secure communi‑
cation. To configure an SSL profilewith an Exchange server certificate, see Installing Server andClient
Certificates.

Note

Youmust configure an SSL profile only on the datacenter‑side appliance.

Create an RPC over HTTPS service class and bind the SSL profile to it

To optimize the RPC over HTTP connections, you must create a service class that lists HTTPS and all
MAPI applications. Youmust provide the IP address of the Microsoft Exchange server as a destination
IP address for this service class, and thenbind theSSLprofile you created to this service class. Binding
the profile to the service class makes sure that the communication between the Outlook client and
Microsoft Exchange server is secured by using this profile.

Note

Youmust configure and bind an SSL profile to the service class only on the datacenter‑side appli‑
ance.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 230

https://docs.netscaler.com/en-us/citrix-sd-wan-wanop/11-1/secure-traffic-acceleration/secure-peering.html
https://docs.netscaler.com/en-us/citrix-sd-wan-wanop/11-1/secure-traffic-acceleration/cifs-smb2-mapi/configure-sd-wan-wanop-appliance-to-optimize-secure-windows-traffic.html
https://docs.netscaler.com/en-us/citrix-sd-wan-wanop/11-1/secure-traffic-acceleration/cifs-smb2-mapi/configure-sd-wan-wanop-appliance-to-optimize-secure-windows-traffic.html


Citrix SD‑WANWANOP 11.1

Verify accelerated RPC over HTTPS connections

After you have configured RPC over HTTPS on the appliance , you can verify that the appliance is ac‑
celerating the RPC over HTTPS connection on theMonitoring page forMAPI. The accelerated RPCover
HTTPS connections are listed on the Accelerated MAPI Sessions tab.

Note

You must configure RPC over HTTPS on your client‑side appliances as well as your server‑side
Citrix SD‑WANWANOP appliances to accelerate the RPC over HTTPS connections.

To verify that RPC over HTTPS Connections are being accelerated

1. Navigate to theMonitoring >Optimization >Outlook (MAPI).

2. On theAcceleratedMAPISessions tab, verify thatRPCoverHTTPSconnections are accelerated.

Note

The Application has possible values of: HTTPS eMAPI, HTTP eMAPI, HTTPSMAPI, andHTTPMAPI.

TCP Flow‑Control acceleration

March 12, 2021

Ordinary WANs have very poor responsiveness at high link utilization and at long distances. A widely
used rule of thumb for ordinary, non‑acceleratedWAN links is, “once link utilization reaches 40%, it is
time to addmore bandwidth, because performance and reliability have degraded to the point where
the link is largely unusable.”Interactive performance suffers, making it hard for people to get work
done, and connections frequently time out. Accelerated links do not have this problem. A link with
95% utilization is still perfectly usable.

Citrix SD‑WAN WANOP appliances become virtual gateways that control the TCP traffic on the WAN
link. Ordinary TCP is controlled on a per‑connection basis by the endpoint devices. Optimal control
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of link traffic is difficult, because neither the endpoint devices nor individual connections have any
knowledge of the link speed or the amount of competing traffic. A gateway, on the other hand, is in
an ideal position to monitor and control link traffic. Ordinary gateways squander this opportunity
because they cannot supply the flow control that TCP lacks. Citrix SD‑WAN WANOP technology adds
the intelligence that is missing in the network equipment and the TCP connections alike. The result
is greatly improved WAN performance, even under harsh conditions such as high loss or extreme dis‑
tance.

Citrix SD‑WANWANOP flowcontrol is lossless and transparent, and it implements abroad spectrumof
speed optimizations. No configuration is required, because of autodiscovery and autoconfiguration.
Youmight, however, have to tweakyour firewalls if theyblock theTCPoptionsusedby theacceleration
algorithms.

Lossless and transparent flow control

March 12, 2021

Acceleration operates on any TCP connection passing through two appliances (one at the sending
site and one at the receiving site), or a Citrix SD‑WAN WANOP appliance and a Citrix SD‑WAN WANOP
Plug‑in. Although the above figure shows a network of two appliances, any appliance can accelerate
connections between any number of other appliance‑equipped sites simultaneously. This allows a
single appliance to be used per site, rather than two per link.

Like any gateway, the Citrix SD‑WANWANOP appliance meters packets onto the link. Unlike ordinary
gateways, however, it imposes transparent, lossless flow control on each link segment, including:

• The LAN segment between the sender and the sending appliance

• The WAN segment between the sending and receiving appliances

• The LAN segment between the receiving appliance and the receiver

Flow control can be managed independently for each of these three segments. The segments are
partly decoupled, so each can have its speed controlled independently. This is important when a
connection’s speed needs to be ramped up or down quickly to its fair bandwidth share, and is also
important as a means of supporting enhanced WAN algorithms and compression.

The TCP protocol is designed tomake every TCP connection attempt to increase its bandwidth usage
continuously. However, the link bandwidth is limited. The result is that the links become overrun.
Citrix SD‑WANWANOP flow control keeps the TCP connections flowing at just the right speed. The link
is filled but is never overrun, so queuing latency and packet losses are minimized, while throughput
is maximized.
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With ordinary TCP, long‑running connections (which have had time to seize all the bandwidth) tend to
squeeze out short‑running connections. This problem, which ruins interactive responsiveness, does
not occur with flow control .

Flow control is a standard feature on all appliances in the Citrix SD‑WANWANOP family.

Figure 1. Acceleration Enhances Performance Transparently

Speed optimization

March 12, 2021

Most TCP implementations do not performwell over WAN links. To name just two problems, the stan‑
dard TCP retransmission algorithms (Selective Acknowledgments and TCP Fast Recovery) are inade‑
quate for links with high loss rates, and do not consider the needs of short‑lived transactional connec‑
tions.

Citrix SD‑WAN WANOP implements a broad spectrum of WAN optimizations to keep the data flowing
under all kinds of adverse conditions. These optimizationswork transparently to ensure that the data
arrives at its destination as quickly as possible.

WAN optimization operates transparently and requires no configuration.

WAN optimization is a standard feature on all Citrix SD‑WANWANOP appliances.

The figure below shows the transfer speeds possible at various distances, without acceleration, when
the endpoints use standard TCP (TCP Reno). For example, gigabit throughputs are possible without
accelerationwithin a radius of a fewmiles, 100Mbps is attainable to less than 100miles, and through‑
put on aworldwide connection is limited to less than 1Mbps, regardless of the actual speedof the link.
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With acceleration, however, the speeds above the diagonal line become available to applications. Dis‑
tance is no longer a limiting factor.

Figure 1. Non‑accelerated TCP Performance Plummets With Distance

Note

Without Citrix acceleration, TCP throughput is inversely proportional to distance, making it im‑
possible to extract the full bandwidth of long‑distance, high‑speed links. With acceleration, the
distance factor disappears, and the full speed of a link can be used at any distance. (Chart based
onmodel by Mathis, et al, Pittsburgh Supercomputer Center.)

Accelerated transfer performance is approximately equal to the link bandwidth. The transfer speed is
not only higher than with unaccelerated TCP, but is also much more constant in the face of changing
network conditions. The effect is to make distant connections behave as if they were local. User‑
perceived responsiveness remains constant regardless of link utilization. Unlike normal TCP, with
which a WAN operating at 90% utilization is useless for interactive tasks, an accelerated link has the
same responsiveness at 90% link utilization as at 10%.

With short‑haul connections (ones that fall below the diagonal line in the figure above), little or no
acceleration takes place under good network conditions, but if the network becomes degraded, per‑
formance drops offmuchmore slowly than with ordinary TCP.

Non‑TCP traffic, such as UDP, is not accelerated. However, it is still managed by the traffic shaper.
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Example

One example of advanced TCP optimizations is a retransmission optimization called transactional
mode. A peculiarity of TCP is that, if the last packet in a transaction is dropped, its loss not noticed by
the sender until a receiver timeout (RTO) period has elapsed. This delay, which is always at least one
second long, and often longer, is the cause of the multiple‑second delays seen on lossy links‑delays
that make interactive sessions unpleasant or impossible.

Transactional mode solves this problem by automatically retransmitting the final packet of a transac‑
tion after a brief delay. Therefore, an RTO does not happen unless both copies are dropped, which is
unlikely.

A bulk transfer is basically a single enormous transaction, so the extra bandwidth used by transac‑
tionalmode for a bulk transfer can be as little as one packet per file. However, interactive traffic, such
as key presses or mouse movements, has small transactions. A transaction might consist of a sin‑
gle undersized packet. Sending such packets twice has a modest bandwidth requirement. In effect,
transactional mode provides forward error correction (FEC) on interactive traffic and gives end‑of‑
transaction RTO protection to other traffic.

Auto‑discovery and auto‑configuration

March 12, 2021

In process called autodiscovery, Citrix SD‑WAN WANOP units detect each other’s presence automat‑
ically. The appliances attach TCP header options to the first packets in each connection: the SYN
packet (sent by the client to the server to open the connection), and the SYN‑ACK packet (sent by the
server to the client to indicate that the connection has been accepted). By tagging the SYN packets
and listening for tagged SYN and SYN‑ACK packets, the appliances can detect each other’s presence
in real time, on a connection‑by‑connection basis.

The main benefit of autodiscovery is that you do not have to reconfigure all of your appliances every
time you add a new one to your network. They find each other automatically. In addition, the same
process allows autoconfiguration. The two appliances use the TCP header options to exchange op‑
erating parameters, including the bandwidth limits (in both the sending and receiving directions),
the basic acceleration mode (hardboost or softboost), and the acceptable compression modes (disk,
memory, or none). All of the information that each appliance needs about its partner is exchanged
with each connection, allowing per‑connection variations (for example, per‑service‑class variations
in the allowable compression types).

Figure 1. How autodiscovery works
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The autodiscovery process works as follows:

1. The client opens a TCP connection to the server, as usual, by sending it a TCP SYN packet.

2. The first appliancepasses the SYNpacket throughafter attaching a set of appliance‑specific TCP
header options to it and adjusting its window size.

3. Thesecondappliance reads theTCPoptions, removes themfromthepacket, and forwards them
to the server.

4. The server accepts the connection by responding as usual with a TCP SYN‑ACK packet.

5. The second appliance remembers that this connection is a candidate for acceleration and at‑
taches its own acceleration options to the SYN‑ACK header.

6. The first appliance reads the options added by the second appliance, strips them from the
packet header, and forwards the packet to the client. The connection is now accelerated. The
two appliances have exchanged the necessary parameters through the option values, and they
store them in memory for the duration of the connection.

The connection is accelerated, and the acceleration is transparent to the client, server, routers, and
firewalls.

TCP flow control modes

March 12, 2021

TCP flow control has twomodes: softboost and hardboost.
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Softboost uses a rate‑based sender that sends accelerated traffic at speeds up to the link’s bandwidth
limit. If the bandwidth limit is set slightly lower than the link speed, packet loss and latency are mini‑
mized, while link utilization ismaximized. Interactive applications see fast response timeswhile bulk‑
transfer applications see high bandwidth. Softboost shares the network with other applications in
any topology, and it interoperates with third‑party QoS systems.

Hardboost is more aggressive than softboost. By ignoring packet losses and other so‑called “conges‑
tion signals,”it performs very well on links plagued with heavy, non‑congestion‑related losses, such
as satellite links. It is also excellent on low‑quality, long‑haul links with a high background packet
loss, such as many overseas links. Hardboost is recommended only for point‑to‑point links that do
not achieve adequate performance with softboost.

Softboost is the default mode and is recommended in most cases.

Note

• Hardboost should be used only on fixed‑speed point‑to‑point links or hub‑and‑spoke de‑
ployments where the hub bandwidth is at least equal to the sum of the accelerated spoke
bandwidths.

• Softboost and hardboost are mutually exclusive, which means that all the Appliances that
must communicate with each other must be set the same. If one unit is set to hardboost
and the other is set to softboost, no acceleration takes place.

To select softboost mode:

Softboost is the default mode and is recommended in most cases.

1. Navigate to Configuration > Links >Hardboost / Softboost and click edit.

2. Select Softboost as theWAN Boost Mode.

3. Click Save

To select hardboost mode:

Select hardboost mode only on fixed‑speed point‑to‑point links or hub‑and‑spoke links where the
hub bandwidth is greater than or equal to that of the accelerated spoke links.

1. Navigate to Configuration > Links >Hardboost / Softboost and click edit.
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2. SelectHardboost as theWAN Boost Mode.

3. SetWAN Bandwidth Receive Limit to 95% of the link speed.

4. Click Save.

Firewall considerations

March 12, 2021

TheCitrix SD‑WANWANOPappliance’s useof TCPoptionsputs accelerated traffic at risk from firewalls
that have aggressive rules about denying service to connections using less‑common TCP options.

Some firewalls strip off the “unknown”options and then forward the packet. This action prevents
acceleration but does not impair connectivity.

Other firewalls deny service to connections with unknown options. That is, the SYN packets with
Citrix SD‑WAN WANOP options are dropped by the firewall. When the appliance detects repeated
connection‑attempt failures, it retries without the options. This restores connectivity after a delay
of variable length, usually in the range of 20‑60 seconds, but without acceleration.

Any firewall that does not pass Citrix SD‑WAN WANOP options through unmodified must be reconfig‑
ured to accept TCP options in the range of 24–31 (decimal).

Most firewalls do not block these options. However, Cisco ASA and PIX firewalls (and perhaps others)
with release 7.x firmware might do so by default.

The firewalls at both ends of the link should be examined, because either one might be permitting
options on outgoing connections but blocking them on incoming connections.

The following example should work with Cisco ASA 55x0 firewalls using 7.x firmware. Because it glob‑
ally allows options in the range of 24‑31, there is no customized per‑interface or per‑unit configura‑
tion:

1 ====================================================================
2 CONFIGURATION FOR CISCO ASA 55X0 WITH 7.X CODE TO ALLOW TCP OPTIONS
3 ====================================================================
4 hostname(config)# tcp-map WSOptions
5 hostname(config-tcp-map)# tcp-options range 24 31 allow
6 hostname(config-tcp-map)# class-map WSOptions-class
7 hostname(config-cmap)# match any
8 hostname(config-cmap)# policy-map WSOptions
9 hostname(config-pmap)# class WSOptions-Class

10 hostname(config-pmap-c)# set connection advanced-options WSOptions
11 hostname(config-pmap-c)# service-policy WSOptions global
12 <!--NeedCopy-->
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Configuration for a PIX firewall is similar:

1 =====================================================
2 POLICY MAP TO ALLOW APPLIANCE TCP OPTIONS TO PASS (PIX 7.x)
3 =====================================================
4 pixfirewall(config)#access-list tcpmap extended permit tcp any any
5 pixfirewall(config)# tcp-map tcpmap
6 pixfirewall(config-tcp-map)# tcp-opt range 24 31 allow
7 pixfirewall(config-tcp-map)# exit
8 pixfirewall(config)# class-map tcpmap
9 pixfirewall(config-cmap)# match access-list tcpmap

10 pixfirewall(config-cmap)# exit
11 pixfirewall(config)# policy-map global_policy
12 pixfirewall(config-pmap)# class tcpmap
13 pixfirewall(config-pmap-c)# set connection advanced-options tcpmap
14 <!--NeedCopy-->

Traffic classification

March 12, 2021

The two main functions of a Citrix SD‑WAN WANOP appliance are traffic shaping, which maximizes
link usage for all types of traffic, and acceleration, which applies compression and various optimiza‑
tions to accelerate TCP traffic. Two basic components of both traffic shaping and acceleration are the
application‑classifier mechanism and the service‑class mechanism. The former identifies the type of
traffic, so that the latter can assign the traffic to a service class. Each service class has a traffic shaping
policy and an acceleration policy.
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Application classifier

March 12, 2021

The application classifier uses application definitions to categorize the traffic by protocol and appli‑
cation. This information is used to create reports, and by the service‑classmechanism. Many applica‑
tions are already defined, and you can define more as needed.

Protocol and port specifications in application definitions

The application classifier uses the official protocol and port specifications from the Internet Assigned
Numbers Authority (IANA), http://www.iana.org. Sometimes applications other than the official ones
useaport. The classifier generally cannotdetect suchuse. If yournetworkuses suchapplications, you
can usually resolve this problem by renaming the application, in the application classifier, to indicate
the actual application that uses this port on your network. For example, if you use port 3128 not for
its standard use for a Squid web cache, but for a SOCKS proxy, you could rename the Squid (TCP)
application to S OCKS (Port 3128) for clarity.

Applications must not have overlapping definitions. For example, if one application on your network
usesTCPports 3120and3128, andanotherapplicationusesport 3120, onlyoneCitrix SD‑WANWANOP
application definition can include port 3120.

Configure application definitions

• Dynamic TCP, for applications using dynamic port allocations

• Ether type, for Ethernet packet types

• ICA Published App, for Virtual Apps/Virtual Desktops applications

• IP, for IP protocols such as ICMP or GRE

• TCP, for TCP applications

• UDP, for UDP applications

• Web Address, for specific Web sites or domains.

To configure application defention:

1. Navigate to the Configuration >Optimization Rules> Application Classifiers and click Add.
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2. On the Create Application page, set the following parameters:

• Name ‑ Name of the application classifier. Must begin with an ASCII alphanumeric or un‑
derscore (_) character, and must contain only ASCII alphanumeric, underscore, hash (#),
period (.), colon (:), at (@), equals (=), and hyphen (‑) characters. Maximum length: 31
characters.

• Description ‑ Description of the application classifier.

• Application Group ‑ The application classifier belongs to this application group. Applica‑
tion groups are a set of predefined groups of applications that are categorized on the basis
of their functionality.

• ClassificationType ‑ The high‑level classification youwant to use for this application clas‑
sifier. The high‑level classification is mostly done on the basis of the port that an applica‑
tion uses.

• Port –The port number to be used. You can enter a range, a list or a number between 0
and 65535.

3. Click Create.

The Application Classifiers page lists all the applications recognized by the SD‑WAN WANOP
classifier.

The Application Classifiers page lists all the applications recognized by the SD‑WAN WANOP classi‑
fier.

Tip

Click Auto Discover to allows any Citrix published applications seen in the data stream to be
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added to the application list automatically. Once discovered, they will show up in reports and
can be used for traffic‑shaping policies.

Service classes

March 12, 2021

Service classes are assigned traffic‑shaping policies and acceleration policies to be used for all con‑
nections that match the service‑class definition. Service classes can be based on the following para‑
meters:

• Applications

• IP or VLAN addresses

• DSCP bits

• SSL profiles

The default service‑class definitions are recommended as a starting point. Modify them if they prove
inadequate for your links.

The service classes are defined in an ordered list. The first definition that matches the traffic being
processed becomes the service class for the traffic.

Differences between acceleration decisions and traffic shaping policies

To make an acceleration decision, the Citrix SD‑WAN WANOP appliance examines the initial SYN
packet of each TCP connection to determine whether the connection is a candidate for acceleration.
The SYN packet contains no payload, only headers, so the acceleration decision must be based on
the contents of the SYN packet’s headers, such as the destination port or destination IP address of
the connection. Acceleration, once applied, lasts for the duration of the connection.

Unlike accelerationdecisions, traffic‑shapingpolicies canbebasedon the contents of the connection’
s data stream. Depending on how long it takes for the application classifier to receive enough data for
a final classification, a connection might be reclassified during its lifetime.

For example, the first packet in an HTTP connection to http://www.example.com is an SYN
packet that contains a header but no payload. The header has an IP destination port of 80, which
matches the HTTP: Internet service class definition, so the acceleration engine bases its acceleration
decision, in this case, none (no acceleration) on that service class.

The traffic shaper uses the traffic‑shaping policy from the HTTP: Internet service‑class, but this deci‑
sion is temporary. The first payload packet contains the string GET http://www.example.com,
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which matches the example application definition in the application classifier. The service class that
includes the example application is selected by the traffic shaper, instead the service class that in‑
cludes HTTP: Internet, and the traffic shaper uses the service‑class policy named in that service‑class
definition.

Note

Regardless of the service class policy, the reporting feature tracks the usage of the example ap‑
plication.

Important

All traffic is associatedwithanapplicationanda service class, andall service classeshavea traffic
shaping policy, but only TCP connections have an acceleration policy other than none.

Configure service class definitions

Because service‑class definitions are an ordered list, a definition that is an exception to a general case
must precede the more general definition on the service‑class page. The first definition whose rule
matches the traffic is the one that is applied. For example:

• Service classes based on URLs must precede the HTTP service classes in the service‑class list,
because any URL‑based rule also matches the HTTP service class. Therefore, putting the HTTP
service class first would prevent the URL‑based rules or published application‑based rules from
ever being used.

• Similarly, service classes based on ICA (Virtual Apps/Virtual Desktops) published applications
must precede the Citrix service class.

Because all URL‑based rulesmatch theHTTP service class, putting theHTTP service class above them
would result in the URL‑based rules or published application‑based rules never being used.
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To create an RPC over HTTP service class and bind the SSL profile to it:

1. Navigate to Configuration >Optimization Rules > Service Classes and click Add.
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2. In theName field, enter a name for the service class.

3. Make sure that the Enabled option is selected.

4. From the Acceleration Policy list, select an acceleration policy. Memory and Disk specify
where to store the traffic history used for compression. Disk is usually the best choice, because
the appliance automatically selects disk or memory, depending on which is more appropriate
for the traffic. Memory specifies memory only. Select Flow Control Only to disable compres‑
sion but enable flow‑control acceleration. Select this for services that are always encrypted,
and for the FTP control channel. None is used only for uncompressible encrypted traffic and
real‑time video.

5. Select Enable AppFlowReporting to enable AppFlow reporting for this Service Class. Informa‑
tion from this service class is included in any AppFlow reports. AppFlow is an industry standard
for unlocking application transactional data processed by the network infrastructure. TheWAN
Optimization AppFlow interface works with any AppFlow collector to generate reports. The col‑
lector receives detailed information from the appliance, using the AppFlow open standard.

6. Select Exclude from the SSL Tunnel to exclude traffic associated with the Service Class from
SSL Tunneling.

7. In the traffic shapingpolicy list,make sure thatDefaultPolicyoption is selected. Traffic shaping
policies have a weighted priority and other attributes that determine howmatching traffic will
be treated, relative to other traffic. Most service classes are set to Default Policy, but higher‑
priority traffic can be assigned a higher‑priority traffic‑shaping policy, and lower‑priority traffic
can be assigned a lower‑priority policy.

8. In the Filter Rules section, click Add to create filter rule that has Any as the default value for all
parameters. If a rule is evaluated as TRUE for a given connection, the connection is assigned
to that service class. Filter rules for most service classes consist solely of a list of applications,
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but rules can also include IP addresses, VLAN tags, DSCP values, and SSL profile names. All the
fields in a rule default to Any (a wildcard). Fields within a rule are ANDed together.

9. Click Add to add filter rules.

10. From the Application Group list, select Email and Collaboration.

11. From the Available list, select the required applications.

12. Move the selected applications to the Configured list.

13. In the Source IP Addresses field, add the client IP addresses.

14. From the Direction list, select the direction of the traffic.

15. From the SSL Profiles list, select the SSL profile you have created.

16. Click Create.

Note

• Youmust configure and bind an SSL profile to the service class only on the datacenter‑
side appliance.

• Only the service classes that have their filter rules direction set to unidirectional can
be associated with SSL profiles.
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Traffic shaping

March 12, 2021

Apr 18, 2018

Traffic shaping allows you to regulate the network traffic flow to assure a certain level of quality of
service (QoS). You can regulate the flow of packets into a network (bandwidth throttling) or out of a
network (rate limiting).

Using traffic shaping policies you can set the priority of different link traffic and send traffic onto the
link at a rate close to, but no greater than, the link speed. Unlike acceleration, which applies only to
TCP/IP traffic, the traffic shaper handles all traffic on the link.

You can set high bandwidth for traffic flows that are considered more important than the rest of the
traffic flows, allowing you to optimally use the scarce link resources.

The traffic shaping isbasedonweighted fair queuing,whichgiveseach service class its fair shareof the
link bandwidth. If the link is idle, any connection (in any service class) can use the entire link. When
multiple connections are competing for the link bandwidth, the traffic shaper applies traffic shaping
policies to determine the right mix of traffic.

For information on Weighted Fair Queuing, see Weighted Fair Queuing.

To configure traffic shaping:

1. Configure the Link definition.

TheLinkdefinition is usedby the traffic shaper todetermine the sendand receive link speedand
other link related information. For more information on how traffic shaper uses link definition
and how to configure link definitions, see Link Definitions.

2. Configure the Application definition.

The traffic flowing through the link is examined by the application classifier to determinewhich
application it belongs to and then the application is looked up in the service class list to deter‑
mine which service class it belongs to. For more information on application classification and
how to configure application definition see Traffic Classification.

3. Create a traffic shaping policy.

You canuse thedefault traffic shapingpolicies or create anewpolicy to set theweightedpriority
and other parameters as per your network requirements. For information on creating traffic
shaping policy, see Traffic Shaping Policies.

4. Configure a service class definition and associate the traffic shaping policy to the service class.

For information on configuring service class definition, see Service Classes.
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Some highlights of the traffic shaper:

• AllWAN traffic is subject to traffic shaping: accelerated connections, unaccelerated connections,
and non‑TCP traffic such as UDP flows and GRE streams.

• The algorithm is weighted fair queuing, in which the administrator assigns each service class a
priority. Each service class represents a bandwidth pool, entitled to a minimum fraction of the
link speed, equal to (my_priority/sum_of_all_priorities). A service classwithaweightedpriority
of 100 gets twice as much bandwidth as a service class with a weighted priority of 50. You can
assign weights from 1 through 256.

• Each connection within a service class gets an equal share of the bandwidth allotted to that
service class.

• Each connection gets its fair share of the link bandwidth, because priorities are applied to the
actualWANdata transferred, after compression. For example, if youhave twodata streamswith
the same priority, one achieving 10:1 compression and the other achieving 2:1 compression,
users see a5:1difference in throughput, even though theWAN linkusageof the twoconnections
is identical. In practice, this disparity is desirable, because WAN bandwidth, not application
bandwidth, is the scarce resource that needs to bemanaged.

• Traffic‑shaping policies apply equally to both accelerated and unaccelerated traffic. For exam‑
ple, an accelerated Virtual Apps connection and an unaccelerated Virtual Apps connection both
receive traffic shaping, so both can have an elevated priority compared to bulk traffic. As an‑
other example, time‑sensitive non‑TCP traffic, such as VoIP (which uses the UDP protocol) can
be expedited.

• Traffic shaping is applied to the WAN link in both the sending and receiving directions, to both
acceleratedandnon‑accelerated traffic. This featureprevents congestionand increased latency
evenwhen theother side of the link is not equippedwith aCitrix SD‑WANWANOPappliance. For
example, Internet downloads can be prioritized andmanaged.

• The traffic‑shaping policy for a service class can be specified on a per‑link basis if desired.

• In addition to shaping the traffic directly, the traffic shaper can affect it indirectly by setting the
Differentiated Services Code Point (DSCP) field to informdownstream routers about the type of
traffic shaping each packet requires.

Weighted fair queuing

March 12, 2021
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In any link, the bottleneck gateway determines the queuing discipline, because data in the non‑
bottleneck gateways does not back up. Without pending data in the queues, the queuing protocol is
irrelevant.

Most IP networks use deep FIFO queues. If traffic arrives faster than the bottleneck speed, the queues
fill up and all packets suffer increased queuing times. Sometimes the traffic is divided into a few dif‑
ferent classes with separate FIFOs, but the problem remains. A single connection sending too much
data can cause large delays, packet losses, or both for all the other connections in its class.

A Citrix SD‑WAN WANOP appliance uses weighted fair queuing, which provides a separate queue for
each connection. With fair queuing, a too‑fast connection can overflow only its own queue. It has no
effect on other connections. But because of lossless flow control, there is no such thing as a too‑fast
connection, and queues do not overflow.

The result is that each connection has its traffic metered into the link in a fair manner, and the link as
a whole has an optimal bandwidth and latency profile.

The following figure shows the effect of fair queuing. A connection that requires less than its fair share
of bandwidth (the bottom connection) gets as much bandwidth as it attempts to use. In addition, it
has very little queuing latency. Connections that attempt to use more than their fair share get their
fair share, plus any bandwidth left over from connections that use less than their fair share.

Figure 1. Fair Queuing in Action

The optimal latency profile provides users of interactive and transactional applicationswith ideal per‑
formance, even when they are sharing the link with multiple bulk transfers. The combination of loss‑
less, transparent flow control and fair queuing enables you to combine all kinds of traffic over the
same link safely and transparently.

Thedifference betweenweighted fair queuing andunweighted fair queuing is thatweighted fair queu‑
ing includes the option of giving some traffic a higher priority (weight) than others. Traffic with a
weight of two receives twice the bandwidth of traffic with a weight of one. In a Citrix SD‑WANWANOP
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configuration, the weights are assigned in traffic‑shaping policies.

Traffic shaping policies

March 12, 2021

Every service class definition is associated to a traffic‑shaping policy, which sets parameters for traffic
of the associated service class. You can create and configure traffic shaping policies for sites with
special needs, but the default policy settingsworks fine formost installations, providing the following
benefits:

• Increased responsiveness for interactive traffic such as Citrix Virtual Apps and Desktops.

• Protection of latency‑ and jitter‑sensitive VoIP traffic.

• No “hitting thewall”during peak periods. You get usable performance evenunder extreme load.

• Improved bandwidth utilization by allowing bulk transfers to fill the link with whatever band‑
width is left over from interactive tasks.

• Extension of the benefits of fair queuing to all traffic

A Citrix SD‑WANWANOP appliance is shipped with factory‑default traffic shaping policies that span a
broad rangeof priorities. Thesepolicies are listed in theTrafficShapingPoliciespage. Apart fromthe
Default Policy, the other factory‑default policies cannot be edited or deleted. The reason is to ensure
that they have the same meaning on all appliances. To make changes, create a new traffic‑shaping
policy with the new parameters and change the appropriate service‑class definitions to refer to the
new traffic‑shaping policy.

To create a traffic shaping policy:

1. In the SD‑WAN WANOP management UI, navigate to Configuration > Optimization Rules >
Traffic Shaping Policies and click Add.
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2. In the Create Traffic Shaping Policy page , enter values for the following parametetrs:

• Name—The name of the new policy. Must be unique.

• Weighted Priority—You can select an existing priority value or can select a custom value
between 1 and 256. A connection with a priority of 256 will get 256 times the bandwidth
share as a connection with a priority of 1.

• Optimize for Voice—If selected, this policy will have effectively infinite priority. This is
highly undesirable formost traffic, since it will preventmeaningful traffic shaping andwill
cause data starvation for other traffic if there is enough “optimized for voice”traffic to fill
the link. Use only for VoIP, and always use in conjunction with a bandwidth limit on the
policy (for example, 50% of the link speed)

Note

Voice Optimization cannot be configured while ICA Priorities are set.

• Diffserv/TOS—Sets theDSCPbits onoutputpackets to the selectedvalue. Used to control
downstream routers.

• Bandwidth Limit —Prevents the traffic using this policy from exceeding the specified
bandwidth, stated either as a percentage of link speed or as an absolute value. Citrix rec‑
ommends specifying a percentage, so that the same definition can apply to links of differ‑
ent speeds. This feature can leave bandwidth unused. For example, a policy set to 50% of
link speed does not allow the affected traffic to use more than 50% of the link, even if the
link is otherwise idle. Throttling traffic in this way is inconsistent with maximum perfor‑
mance, so this feature is rarely used, except with VoIP traffic with the Optimize for Voice
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setting.

Note

Configuring Bandwidth Limit is applicable only for Citrix SD‑WAN WANOP edition.
For Citrix SD‑WAN PE edition, the Bandwidth Limit parameter is disabled by default.

• Set ICA priorities—If this policy is used for Citrix Virtual Apps/Virtual Desktops traffic, the
traffic’s internal priority for Real‑time, Interactive, Bulk Transfer and Background traffic is
overwritten by the priority set here.

• Set ICA DiffServ/TOS: For ICA (Virtual Apps/Virtual Desktops) traffic, each of the four ICA
priority values can be tagged with a different DSCP value. This capability is particularly
useful with the newMultistream ICA feature, in which the Virtual Apps or Virtual Desktops
client uses different connections for different priority levels.
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3. Click Add. The newly Created Traffic Shaping Policy is listed in the Traffic Shaping Policies list.

You can now associate the traffic shaping policy to a service class, for more information see
Service Classes.

Video caching

March 12, 2021

Many organizations use video for communications that are not time sensitive, (for example, training
sessions and prerecorded messages to employees). Communicating messages through videos is not
only cost effective but also convenient when the audience is spread across time zones. However,
videos consume a lot of bandwidth when played over the Internet. Insufficient bandwidth causes
latency, which affects the user experience and degrades the impact of video communication.

Video caching improves the viewing experience for HTTP video streams, especially on slower links.
The video cache is maintained on the local Citrix SD‑WANWANOP appliance. When a local user views
a video that has already been cached, the appliance can deliver the cached copy at full LAN speed.

After you configure the appliance to cache videos, it caches the videos viewed by your users. You can
also use the pre‑population option to fetch selected videos from the local video server in anticipation
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of later use.

The video caching feature uses an intercepting proxy cache to examine all HTTP requests. Requests
thatmeet the requirements listed beloware cached. Videos are not served from the cacheunless they
are evaluated as fresh by the cache engine. Otherwise, they are fetched again for the viewer, and the
previously cached version is overwritten.

Latest content guaranteed. Every time a video is viewed, the cache checks the origin server, and if the
video has changed, the cached content is discarded and the new content is downloaded.

Note

Caching is now transparent. That is, the IP address of both the client and the server are main‑
tained end‑to‑end. In earlier releases, the IP address of the Citrix SD‑WANWANOP appliancewas
displayed as the source address.

A video is cached when all of the following criteria are met:

• Theprotocol used to streamthevideo isHTTP.Bydefault, port 80 is configured for videocaching.
However, if you have configured another port, such as 8080 for a web server, you must specify
this port for caching videos.

• You have added video sources from which you want to cache videos. By default, YouTube,
Vimeo, Youku, Dailymotion, and Metacafe video sources are added to the appliance, but only
YouTube and Vimeo are enabled. If you want to cache videos from any of the other default
sources, you must enable them. When adding new video sources, you can enable them as you
add them.

• Besides YouTube, Vimeo, Metacafe, Dailymotion, and Youku, you can specify additional web‑
sites, IP addresses, or subnets as video sources. Note that these websites should not have any
avoidance mechanisms, such as adding random characters to a URL.

• The videomust be in one of the recognized video formats and have the one of the following file
extensions: .3gp, .avi, .dat, .divx, .dvx, .dv‑avi, .flv, .fmv, .h264, .hdmov, .m15, .m1v, .m21, .m2a,
.m2v, .m4e .m4v, .m75, .moov, .mov, .movie, .mp21, mp2v, .mp4, .mp4v, .mpe, .mpeg, mpeg4,
mpg,mpg2, .mpv, .mts, .ogg, .ogv, .qt, .qtm, .ra, .rm, .ram, .rmd, .rms, rmvb, .rp, rv, .swf, .ts, .vfw,
.vob, .webm, .wm, .wma, .wmv, and .wtv.

Platforms supported

The video caching feature is supported by the following appliances:

• SD‑WANWANOP 600 appliance with 1 Mbps and 2 Mbps bandwidth license models.

• SD‑WANWANOP 800 appliance with all bandwidth license models.
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• SD‑WANWANOP 1000 appliance with Windows Server, with all bandwidth license models.

• SD‑WANWANOP 2000 appliance with all the bandwidth license models.

• SD‑WANWANOP 2000 appliance with Windows Server, with all bandwidth license models.

• SD‑WANWANOP 3000 appliance with all the bandwidth license models.

• SD‑WANWANOP VPX and SD‑WANWANOP VPX for Amazon

Video server supported

Video caching feature is supported on Adobe Flash Media Server 4.5 or later. Additionally, any video
server that serves videos over HTTP as static links are supported for video caching.

Deploymentmodes supported

Video caching is supported in inline, inline within VLAN trunk ports, virtual inline, and WCCP deploy‑
ment modes.

Considerations for using the video caching feature

Following are some points to be aware of when using the video caching feature.

• If anyof the supportedwebsites change theway theypresent content, the video cachingbenefit
for those sites might not be achieved until the video caching policy file is updated. For such oc‑
casional changes, Citrix provides an updated video caching policy file. To use it, see Upgrading
the Video Caching Policy File.

• Some video websites might use different file formats for the same video, depending on the op‑
erating system or the browser used to access the video. This might result in a cachemiss.

• Some videowebsites, such as YouTube, adapt to the network conditions. The quality of a video
can therefore depend on the network conditions at the time it is cached.

Video caching scenarios

March 12, 2021

You can deploy video caching on Citrix SD‑WANWANOP appliance under the following scenarios:
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Branch office access

In this use case, users access the Internet through the web browsers on their computers. Those re‑
quests that involve video content from an enabled site, such as Vimeo, are cached on the local Citrix
SD‑WAN WANOP appliance. Any subsequent access of the same video results in cache hits on the lo‑
cal appliance, allowing the video to be delivered at LAN speed and without waiting for the remote
server.

Unlike other Citrix SD‑WANWANOP features, which accelerate traffic between paired devices, this fea‑
ture is a single‑ended operation that requires only the local appliance, with access to the video web‑
site.
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Branch office with Citrix Virtual Apps and Desktops users using HDXMediaStream
flash redirection

HDX flash redirection is a feature of Citrix Virtual Apps andDesktops. Insteadof rendering the videoon
the remote Virtual Desktops display by using the server‑side or datacenter Internet, flash videos are
tunneled to the local system through this feature. The video is streamed to the actual client machine
and is rendered on the actual client, using the branch office Internet. Enabling the video caching fea‑
ture on the branch‑side Citrix SD‑WANWANOP appliance can give users a significantly improved view‑
ing experience. Additionally, enabling the feature reduces the bandwidth requirement for streaming
videos.

Enterprise HTTP video web server

In this use case, users access the video web servers from the datacenter. When you enable the video
caching feature on the branch‑side Citrix SD‑WANWANOP appliance, the user request is served from
cache of the branch‑side Citrix SD‑WAN WANOP appliance. This helps reduce network traffic to the
datacenter Citrix SD‑WAN WANOP appliance. As a result, the bandwidth of the datacenter Citrix SD‑
WANWANOP appliance can be used to serve traffic for other branches.
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Configure video caching
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You can configure the video caching feature through either the Citrix SD‑WAN WANOP graphical user
interface or command line interface. By default, the appliance is configured to cache videos from
YouTube and Vimeo. Youku, Metacafe, and Dailymotion are also configured on the appliance by de‑
fault. All you have to do is enable them. You can add video websites, such as an internal website
serving video tutorials or other information .

Note

Video caching an optional feature that is not enabled by default. You need not enable it unless
you have a substantial amount of HTTP video traffic .

Prerequisites

To configure video caching on the appliance, make sure that the following prerequisites are met:

• You have configured appropriate IP address for accelerated bridge port you are planning to use
for video caching.

• You can ping the apA/apB gateway from the appliance.

• DNS Server details are accurate.

• Appliance can resolve the DNS name www.Citrix.com.

• The Citrix SD‑WANWANOP apX IP address has an HTTP access in your corporate network.

• If the appliance is deployed between the trunk ports of two network devices, you must spec‑
ify the VLAN ID with the IP address to be used by the appliance to send HTTP requests on the
Network Configuration page.

• ForWeb (Internet)andWeb (Private) service classes, the Acceleration Policy setting should
not be set toNone.

Enable video caching feature

Before you can start using the video caching feature, youmust enable it.

To enable video caching:
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1. Navigate to the Configuration >
Appliance Settings > Network Adapters, underManagement Settings section verify and en‑
sure that the Primary DNS Server details are accurate and the appliance is able to resolve the
DNS name www.Citrix.com. Click the edit icon to change the settings.

2. Navigate to the Configuration > Appliance Settings > Network Adapters. In the Network
Adapters section, select an acceleration pair ( for example apA) and clik Edit.

Ensure that the IP addresses, networkmask, and default gateway IP addresses specified for the
accelerated pair are accurate.
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3. Navigate to the Configuration > Appliance Settings > Features page and enable Video
Caching feature.

A confirmation dialog box appears, click Yes.
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Note

The service restarts and a new caching partition is created. If you are enabling the feature
for the first time on the appliance, a new partition is created by reducing the disk space
allocated to other disk based compression. The disk based compression history is reset,
and existing connections are terminated.

4. Alternatively, you can navigate to Configuration > Optimization Rules > Video Caching and
click Enable.

Add video websites

The appliance is configured to cache videos from YouTube and Vimeo, and is partially configured to
cache videos from Youku, Metacafe, and Dailymotion. To cache videos from any of the latter three
sites, youmust enable the site. A video from an enabled website is cached as soon as a user accesses
it. You can configure additional video websites that do not require URL rewrite by adding their host
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names or IP addresses to the Video Source list on the appliance. You can also include custom sites
that do not have any cache avoidance mechanisms.

Youmust enable these video sources before the appliance can cache videos from them.

The video caching feature uses video sources for the configuration workflow. If you configure any of
the video sourceswith a host name or awebsite/hostname, the appliance proxies all HTTP traffic that
flows through the appliance. However, if you configure all video sources with IP addresses only, the
applianceproxies andcachesonly these IPaddresses. Regardlessofwhether youusehost namesor IP
addresses, if your organization does not permit access to the YouTube, Vimeo, Dailymotion, Metacafe,
and Youku websites, make sure that you disable these video sources.

To enable a video source:

1. Navigate to Configuration >Optimization Rules > Video Caching > Video Sources.

2. Select a video source from the list clickModify.

3. In the Cache Status drop‑down box, select Enable and click Save.

To add a video source:

1. Navigate to Configuration >Optimization Rules > Video Caching > Video Sources, click Add.

2. In the Video Source field, type the website name or IP address of the web server that you want
to add to the video source list.

3. In the Cache Status list, ensure that Enabled is selected. You can select Disabled from this list
if you want to enable video caching for this site at a later time.
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4. Click Create.

To delete a video source, select it from the Video Sources list and click Delete.

Video prepopulation

March 12, 2021

A Citrix SD‑WAN WANOP appliance can download and cache videos from your internal video server
before anyone views them. This feature is useful when you want to make sure that all users get the
same benefits (for example when playing a self‑training video scheduled at a specific time). You can
schedule static URLs fromwhich you want to fetch videos.

The fetched videos are stored in the video cache. As soon as a user sends a request for the URL, the
video is served from the cache, even for the first access of the video.

To fetch videos in advance, you can perform the following tasks:

• Specify a URL fromwhich you want to cache videos in advance.

• Schedule date and time at which to cache the videos.

• Schedule an interval at which you want to cache the videos.

• Manage the entries you have added to the list.

Todownloadandcacheavideo inadvance, youmust specify theabsolutepath for theURLof a specific
video or a video folder on which directory indexing is enabled.
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Note

If you just add an entry to the video prepopulation tasks, the related video is downloaded and
cached. However, when a client accesses the video, it is served from the video server and does
not get caching benefits. To make sure that the client gets caching benefits, you must add the
video server or IP address used in the prepopulation task to the video sources list.

To add a URL to cache videos in advance:

1. Navigate to Configuration > Video Caching > Prepopulation and click Add.

2. In theName field, specify a name that you can use to identify the prepopulation entry.

3. In the URL field, specify the URL from which you want to cache one or more videos. The URL
can be for a specific video or a video server. Make sure that you specify a complete URL or a
video folder.
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4. In the Interface field, select the accelerated bridge port to download videos from the URL.

5. Set State to Enable to receive state information. The various states and their description is
proviced in the table below.

6. Youcaneither startdownloadingandcachingvideos fromtheURL to theappliance immediately,
or download them at a scheduled time.

7. Click Create.

The following table describes the status messages:

Status Description

Configured Fetching video for caching before the first view is
configured for the URL and a new task is added.

Connection timeout error Connection to the server has timed out and
there is no response from the server.

Error 301 ‑ Moved Permanently The video to be downloaded and cached has
been permanently moved to another location.

Error 403 ‑ Forbidden Access to the video to be downloaded and
cached is denied.

Error 404 ‑ Not Found The video to be downloaded and cached is not
available at the link provided.

Error 504: Server unreachable The URL you have specified is not reachable.

Successfully downloaded “x”file(s) Download successful for the URL, and “x”
number of media files are downloaded to the
cache.

Failed to download “x”out of “y”files Download failed for some of the media files from
the URL.

Failed to download x files(s) Failed to download any media file from the URL.

Download completed Processing of all URLs for this entry is complete.

Download in progress The download is in progress.

Starting The appliance has started downloading media
files from the URL.

Deleting this entry The entry is being deleted from the list of URLs.

Failed to get Directory listing Failed to get listing from the remote directory
you specified.

Entry removed by clear cache operation The entry has been purged by the clear cache
operation.

Updating Status The appliance is updating the status of the entry.
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Status Description

Schedule time elapsed The scheduled time at which to download the
remote object is past.

In‑cache “x”/”y”files On refreshing the status of an entry, the
appliance has found that “x”number of files out
of “y”number of files exist in the cache.

Interface ap”X”disabled for Video Caching The bridge interface ap”X”is not enabled for
Video Caching.

Refreshing status The status of the entry is being refreshed.

Error 0 An unknown error has occurred while
downloading the videos. Contact Citrix
Technical Support team to resolve the issue.

Manage video caching prepopulation

You canmanage video caching prepopulation to control how youwant to download and cache videos
from the URLs. You can perform the following tasks to manage video caching prepopulation:

• Start downloading videos before or after the scheduled date and time.

• Update the URL of an entry.

• Disable caching of videos from a URL entry.

• Schedule caching of videos from a URL entry.

• Update an interface for a URL entry.

• Refresh the status of a URL entry.

• Delete a URL entry.

The following flowchart shows the flow control of the processes followed when managing various
activities of the video prepopulation feature.
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Download videos

If technical issues with a website or the URL that you have added interfere with scheduled download‑
ing and caching, you can start downloading and caching videos when required at any time.

To download and cache a video immediately, navigate to Configuration > Video Caching > Prepop‑
ulation, select the entry for the video you want to cache, and then click Start Now. Updating the
status of the video takes approximately oneminute.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 267



Citrix SD‑WANWANOP 11.1

After you click Start Now, the Status column displays the status of the video downloads from the
URL.

Update the URL of a prepopulation entry

After you have added a URL from which to download and cache video in advance, you can fine tune
the URL for optimum results, such as reconfiguring the URL when the location of videos changes or
the name of the media file is changed in the source.

To update a URL:

1. Navigate to the Configuration > Video Caching > Prepopulation page.

2. Select the entry that you want to update and clickModify.

3. In the URL field, specify the new URL.

4. ClickOK.

Disable caching of videos from a URL in a prepopulation entry

If you want to periodically prepopulate the cache with videos from a given URL, you need not delete
the entry. You can disable it, and then enable it when needed.

To disable an entry:

1. Navigate to Configuration > Video Caching > Prepopulation page.

2. Select the entry that you want to update and clickModify.

3. From State, select the Disable option.

4. ClickOK.

Schedule caching of videos from a URL in a prepopulation entry

You can schedule the date and time at which you want to start downloading and caching videos from
the URL to the appliance. For example, youmight want to fetch videos just before you expect users to

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 268



Citrix SD‑WANWANOP 11.1

start accessing them. That not only saves disk space, but also puts the latest versions of the videos in
the cache.

To schedule caching from a URL:

1. Navigate to Configuration > Video Caching > Prepopulation page.

2. Select the entry that you want to update and clickModify.

3. From Schedule, select the Later option.

4. In the Start field, specify the date and time at which you want to videos from the URL to be
downloaded. The format for the date and time is YYYY‑MM‑DD HH:MM:SS.

5. From the Repeat list, select the frequency of downloading and caching the videos. The avail‑
able options are:

• Only Once: Download videos from the URL only once, at the scheduled date and time.

• Daily: Downloadvideos fromtheURLeveryday, startingwith the scheduleddateand time.
The download starts every day at the start time that you specify.

• Weekly: Download videos from the URL once in a week, starting with the scheduled date
and time. The download starts every week on the day and time that you specify.

• Monthly: Download videos from the URL once in a month, starting with the scheduled
date and time. The download starts every month on the day and time that you specify.

6. ClickOK.

Update an interface in a URL entry

If you have configuredmultiple links on the network, youmight want to use a particular link to down‑
load videos, because of better network connectivity. To configuremultiple links, youuse the available
bridge ports, such as apA and apB bridged ports. You can use these ports to download videos for a
URL entry.

To update an interface for a URL entry:

1. Navigate to Configuration > Video Caching > Prepopulation.

2. Select the entry that you want to update. and clickModify.

3. From the Interface list, select the interface that you want to use for the URL entry. The list
displays the interfaces that are available and configured on the appliance.

4. ClickOK.
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Refresh the status of a URL entry

Over time, the status of the cached videosmight change. Checking the status of the entry periodically
makes sure that users do not get unexpected results when accessing videos.

To check the latest status of the videos cached from a URL:

1. Navigate to Configuration > Video Caching > Prepopulation.

2. Select the entry for which you want to refresh the status of cached videos.

3. Click Status Check.

Delete a URL entry

If you do not need a URL entry, you can delete if from the list. To delete a URL entry, select the entry
and click Delete.

Note

When you delete a video prepopulation task from the list, it also removes the related video ob‑
jects from the cache.

Verify video caching
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Graphs and data on the Monitoring page, Dashboard page, and Usage page help you evaluate the
benefits provided by your video caching configuration. The data‑reduction ratio resulting from video
caching (similar to the overall compression ratio) is displayed on theDashboard, on the video caching
monitoring page, and on the Usage graph page. Also, hovering over the Data Reduction ratio on the
Dashboard page displays the caching benefit percentage along with compression benefit percentage
on the supported platforms.

The purpose of caching is not just to save bandwidth, but also to increase performance, decrease load
on the video servers, and lessen the impact of network congestion.

The estimated WAN bandwidth savings resulting from video caching are displayed as follows:

• On the Dashboard page, you can view the caching benefit, as a percentage, by hovering the
cursor over the Data Reduction field on theDashboard. You can also view the bytes served from
the cache (Cached Data) under Aggregated Link Throughput.
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• On theMonitoring > Video Caching page, you can view the number of objects cached, and the
Cache Hit Ratio (as a percentage). The bar and the time graphs display the number of requests
and bytes served from cache over 1 minute, 1 hour, 1 day, 1 week, and 1 month. This data is
also displayed in a tabular format below the graph.

• On the Monitoring > Optimization > Usage Graph page, you can view the cached data in the
LAN Monitoring graph.
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• On the Monitoring > Video Caching > HTTP State List page, you can monitor the improved
cache behavior. This page reports the state of HTTP connections with respect to video caching.

• On theMonitoring >Optimization > Connections page, you can view the cached connections
on the Accelerated Connections tab. Both cache hits and cache misses are displayed here. The
cache connections are displayed here even if they are not accelerated. That is, the cached con‑
nections are displayed here even if a partner Citrix SD‑WANWANOP appliance is not involved in
the connection. Bandwidth Savings (%) column shows a bar graph of how much WAN band‑
width was saved by the transaction, whether through caching or compression. While the aim
of caching and compression is to increased speed and usability and not reduced bandwidth
usage, speed and usability increases are often related to bandwidth reduction. That is, a 90%
bandwidth savings implies a 10x increase in speed.

Manage video caching sources

March 12, 2021
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You can manage your video sources either globally, by configuring global settings, or individually, by
changing status of a video source.

Configure global settings

Global settings enable you to configure the feature at the appliance level. Irrespective of the video
sources you have added, these settings are applicable to the entire video caching feature on the ap‑
pliance. You can:

• Configure the maximum size of the cached objects

• Configure a DNS suffix

• Configure Caching Ports

• Update the video caching policy file

You can configure a maximum size for cached objects. An object larger than this limit is not cached.
By default, the maximum caching object size is 100 MB.

For the URLs that do not contain complete domain names and require domain name suffixes to be
added to thehostnameof thevideoserver, appendingadefault domainname isnecessary for eliciting
a response from the server. For example, when you access the http://training/CitrixSD-
WANWANOP\\_VideoCaching.mp4video, theappliancemightbeexpected to translate theURL to
http://training.example.com/CitrixSD-WANWANOP\\_VideoCaching.mp4. In this
case, youmust specify example.com as the domain name suffix.

The video caching feature requires a port number for the HTTP video server. The default is port 80.
If your HTTP video server uses a port other than this well‑known HTTP port, you must add the port
number to the list of caching ports.

To configure global settings for video caching:

1. Navigate to Configuration > Video Caching > Set Global Parameters.
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2. In theMaxCaching Object Size field, set the maximum size for cached objects.

Select a value from the available limits. An object larger than this limit is not cached.

3. In the DNS Suffix field, enter a domain name to append to URLs that do not contain complete
domain names and require domain name suffixes to be added to the host name of the video
server.

4. In theCachingPorts field, type theHTTP video server’s port to add it to the list of caching ports.
Optionally, addmultiple port numbers separated by commas.

5. ClickOK.

The appliance uses 10% of the allocated disk space for management purposes. When the disk usage
reaches 90% of the allocated disk space, that is an indication of the disk being full. To cache more
video objects, the appliance removes the least used objects from the video cache. You need not clear
the cache unless the cache serves stale video objects.

To clear video cache, navigate to Configuration > Video Caching and click Clear Video Cache.

WAN insight

March 16, 2021

TheCitrix SD‑WANWANOPappliances optimize the delivery of a large number of applications through
theWAN, by improving the efficiency of data flow across the network between the datacenter and the
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branch sites. WAN Insight analytics enable administrators to easily monitor the accelerated and un‑
accelerated WAN traffic that flows between the datacenter and branch WAN optimization appliances.
WAN Insight provides visibility into clients, applications and branches on the network, to help trou‑
bleshoot network issues effectively. Live and historical reports enable you to proactively address is‑
sues, if any.

Enabling analytics on the datacenter WAN optimization appliance enables the Citrix Application De‑
livery Management (ADM) to collect data and provide reports and statistics for the datacenter and the
branch WAN optimization appliances.

Note

For information on adding an instance, see Add instances to Citrix ADM.

To enable analytics on theWAN optimization appliance:

1. In a web browser, type the IP address of the Citrix ADM (for example, http://192.168.100.1).

2. In theUser Name and Password fields, enter the administrator credentials.
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3. Navigate to Infrastructure > Instances > Citrix SD‑WAN WO, and select the datacenter WAN
optimization appliance.

4. From the Action drop‑down, select Enable Insight.

5. Select the following parameters as required:

• Geo data collection for HDX Insight: Shares client IP address with the Google Geo API.

• AppFlow: Starts collecting data fromWAN optimization instances.

• TCP andWANOpt: Provides TCP and WANOpt Insight reports.

• HDX: Provides HDX Insight reports.

• TCP only for HDX: Provides TCP only for HDX Insight reports.
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6. ClickOK.

To viewWAN Insight reports:

1. In a web browser, type the IP address of the Citrix ADM (for example, http://192.168.100.1).

2. In theUser Name and Password fields, enter the administrator credentials.

3. Navigate to Analytics >WAN Insight.

Note

TheWAN Insight option is visible only after you add an SD‑WANWO instance to Citrix ADM.

You can view the following reports:

• Applications ‑ Displays the usage and performance statistics of all the applications for the
selected duration.

• Branches ‑ Displays the usage and performance statistics of all the WAN optimization
branch appliances.

• Clients ‑Displays the usage andperformance statistics of all the clients accessing theWAN
optimization appliances, in each branch.

The following metrics are displayed:
| **Metric** | **Description** |
|———‑ |—————|
| Active Accelerated Connections | Number of activeWAN connections that are accelerated.
|
| Active Unaccelerated Connections | Number of active WAN connections that are not ac‑
celerated. |
| WAN Latency | Delay, in milliseconds, that the user experiences while interacting with an

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 277

http://192.168.100.1


Citrix SD‑WANWANOP 11.1

application. |
| Compression Ratio | Ratio of data compression between the branch office anddatacenter
appliances for the selected duration. |
| Packets Sent | Number of packets that the WAN optimization appliance has sent over the
network for the selected duration. |
| Packets Received | Number of packets that the WAN optimization appliance has received
from the network for the selected duration. |
| Bytes Sent over WAN | Number of bytes that the Citrix WAN optimization appliance has
sent over the WAN for the selected duration. |
| BytesReceivedoverWAN |Numberof bytes that theWANoptimizationappliance received
from the WAN for the selected duration. |
| LAN RTO | Number of times the WAN optimization appliance has timed out retransmis‑
sion to the LAN for the selected duration. |
| WAN RTO | Number of times the WAN optimization appliance has timed out retransmis‑
sion to the WAN for the selected duration. |
| Retransmit Packets (LAN) | Number of packets the WAN optimization appliance has re‑
transmitted to the LAN network for the selected duration. |
| Retransmit Packets (WAN) | Number of packets the WAN optimization appliance has re‑
transmitted to the WAN network for the selected duration. |

Asymmetric routing

March 12, 2021

In Citrix SD‑WAN WANOP network, asymmetric routing occurs when packets flowing from client to
server or server to client for the same TCP connection do not pass through one or both the client‑side
and server‑side WANOP appliances. The following cases of asymmetry are observed.

Complete asymmetry:

Complete asymmetry occurs when packets flow from a client to the server through both the client‑
side and server‑side Citrix SD‑WAN WANOP appliances. However, on the return path from server to
client the packets take a different route bypassing both the Citrix SD‑WANWANOP Appliances.

Server‑side asymmetry:
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Server‑side asymmetry occurs when packets flow from a client to the server through both the client‑
side and server‑side Citrix SD‑WAN WANOP appliances. However, on the return path the packets
bypass the server‑side Citrix SD‑WAN WANOP appliance but traverses the client‑side Citrix SD‑WAN
WANOP appliance.

Client‑side asymmetry:

Client‑side asymmetry occurs when packets flow from a client to the server through both the client‑
side and server‑side Citrix SD‑WAN WANOP appliances. However, on the return path the packets tra‑
verse the server‑side Citrix SD‑WAN WANOP appliance but bypass client‑side Citrix SD‑WAN WANOP
appliance.

Handle asymmetry in Citrix SD‑WANWANOP network

In Citrix SD‑WANWANOP network, when complete asymmetry occurs the TCP connection is reset. To
avoidTCPconnectionbreakand to continue sendingunaccelerated traffic, an asymmetric connection
list is introduced in SD‑WAN WANOP 10.1. This feature is disabled by default; you can enable this
feature on both the client‑side and server‑side SD‑WANWANOP appliances.

On detecting an asymmetric connection for the first time, the TCP connection between client and
server is reset and an entry of the tuple is made in the asymmetric connection list. The tuple consists
of the client IP address and server IP address. Subsequent connections from the tuple pass through
unaccelerated. The connection tuple remains in the asymmetric connection list for a default time‑
out period of four hours or until symmetry is detected. The unaccelerated pass‑through is effective
until the time‑out occurs or until the appliance dynamically detects that the asymmetry is no longer
present.

Whenclient‑sideasymmetryor server‑sideasymmetry is detected, theTCPconnection is retainedand
the packets pass through the Citrix SD‑WANWANOP appliance unaccelerated, by default.

To enable asymmetric connection list on Citrix SD‑WANWANOP appliances:
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1. Access the WANOP CLI command prompt (WANOP Accelerator/Broker IP).

2. Log in with the following credentials:

1 **Login as:** *cli*****
2
3 **Login**: **** *admin*****
4
5 **Password**: **** *nsroot*****

Note

The default password for admin is nsroot. If you have changed the password, use the right
one.

3. Type the following command and hit enter.

1 *Set parameter AssymetricConnectionList.Enable on*

Note

You can configure the time‑out period as per your network requirement, using the Assy‑
metricConnectionList.AutoFlushDuration command.

There are multiple parameters available with asymmetry list that can be fine‑tuned, on‑
demand, based on your network environment. For more information, contact Citrix Customer
Support.

Citrix SD‑WANWANOP client plug‑in

March 12, 2021

TheCitrixWANOPClientPlug‑in is a softwarebasednetworkaccelerator that runsonWindows laptops
and workstations, providing acceleration anywhere, not just at offices with WANOP Client Plug‑in ap‑
pliances. It connects to a Citrix WANOP appliance at the other end of the link.

The principles of WANOP Client Plug‑in operation are generally the same as those of a WANOP Client
Plug‑in appliance. For topics not included in the plug‑in documentation, see the larger documenta‑
tion set.

The plug‑in is distributed as a standard Microsoft installation file (MSI). Plug‑in deployment requires
some plug‑in specific configuration of the WANOP appliances at the other ends of the links. If you
customize the MSI file with the DNS or IP addresses of the WANOP appliances, and a few other para‑
meters, your users do not have to enter any configuration information when installing the plug‑in on
their Windows computers.
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Figure 1. Typical WANOP Client Plug‑in Network Showing the WANOP Client Plug‑in

Note

The plug‑in is supported by Citrix Receiver 1.2 or later, and can be distributed and managed by
Citrix Receiver.

Hardware and software requirements

March 12, 2021

On the client side of the accelerated link, the
WANOP Client Plug‑in is supported on Windows desktop and laptop systems, but not on netbooks
or thin clients. Citrix recommends the following minimum hardware specifications for the computer
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running the
WANOP Client Plug‑in:

• Pentium 4‑class CPU

• 2 GB of RAM

• 2 GB of free disk space

WANOP Client Plug‑in is supported on Windows 10 platform and needs following system require‑
ments:

• 4GB RAM

• 10GB free disk space

The WANOP Client Plug‑in is supported on the following operating systems:

• Windows XP Home

• Windows XP Professional

• Windows Vista (all 32‑bit versions of Home Basic, Home Premium, Business, Enterprise, and
Ultimate)

• Windows 7 (all 32‑bit and 64‑bit versions of Home Basic, Home Premium, Professional, Enter‑
prise, and Ultimate)

• Windows 8 (32‑bit and 64‑bit versions of Enterprise Edition)

• Windows 10 (32‑bit and 64‑bit versions of Enterprise Edition)

On the server side, the following appliances currently support
WANOP Client Plug‑in deployments:

• WANOP Client Plug‑in VPX

• WANOP Client Plug‑in 2000

• WANOP Client Plug‑in 3000

• WANOP Client Plug‑in 4000

• WANOP Client Plug‑in 5000

HowWANOP plug‑in works

March 12, 2021
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WANOP Client Plug‑in products use your existing WAN/VPN infrastructure. A computer on which the
plug‑in is installed continues to access the LAN, WAN, and Internet as it did before installation of
the plug‑in. No changes are required to your routing tables, network settings, client applications,
or server applications.

Citrix Access Gateway VPNs require a small amount of WANOP Client Plug‑in‑specific configuration.

There are two variations on the way connections are handled by the plug‑in and appliance: transpar‑
ent mode and redirector mode. Redirector is a legacy mode that is not recommended for new deploy‑
ments.

• Transparent mode for plug‑in‑to‑appliance acceleration is very similar to appliance‑to‑
appliance acceleration. The WANOP Client Plug‑in appliance must be in the path taken by the
packets when traveling between the plug‑in and the server. As with appliance‑to‑appliance
acceleration, transparent mode operates as a transparent proxy, preserving the source and
destination IP address and port numbers from one end of the connection to the other.

• Redirectormode (not recommended) uses an explicit proxy. The plug‑in readdresses outgoing
packets to the appliance’s redirector IP address. The appliance in turn readdresses the packets
to the server, while changing the return address to point to itself instead of the plug‑in. In this
mode, the appliance does not have to be physically inline with the path between theWAN inter‑
face and the server (though this is the ideal deployment).

Best Practice: Use transparent mode when you can, and redirector mode when youmust.

Transparent mode

In transparentmode, the packets for accelerated connectionsmust pass through the target appliance,
much as they do in appliance‑to‑appliance acceleration.

The plug‑in is configured with a list of appliances available for acceleration. It attempts to contact
each appliance, opening a signaling connection. If the signaling connection is successful, the plug‑
in downloads the acceleration rules from the appliance, which sends the destination addresses for
connections that the appliance can accelerate.

Figure 1. Transparent Mode, Highlighting Three Acceleration Paths
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Note

• Traffic flow–Transparent mode accelerates connections between a Citrix WANOP Client
Plug‑in and a plug‑in‑enabled appliance.

• Licensing–Appliances need a license to support the desired number of plug‑ins. In the dia‑
gram, Citrix SD‑WAN WANOP A2 does not need to be licensed for plug‑in acceleration, be‑
cause Citrix SD‑WANWANOP
A1 provides the plug‑in acceleration for site A.

• Daisy‑chaining–If the connection passes throughmultiple appliances on theway to the tar‑
get appliance, the appliances in the middle must have “daisy‑chaining”enabled, or accel‑
eration is blocked. In the diagram, traffic from home‑office and mobile VPN users that is
destined for Large Branch Office B is accelerated by Citrix SD‑WAN WANOP B. For this to
work, Citrix SD‑WANWANOP A1 and A2must have daisy‑chaining enabled.

Whenever the plug‑in opens a new connection, it consults the acceleration rules. If the destination
address matches any of the rules, the plug‑in attempts to accelerate the connection by attaching ac‑
celeration options to the initial packet in the connection (the SYN packet). If any appliance known to
the plug‑in attaches acceleration options to the SYN‑ACK response packet, an accelerated connection
is established with that appliance.
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The application and server are unaware that the accelerated connection has been established. Only
the plug‑in software and the appliance know that acceleration is taking place.

Transparentmode resembles appliance‑to‑appliance acceleration but is not identical to it. The differ‑
ences are:

• Client‑initiated connections only–Transparent mode accepts connections initiated by the plug‑
in‑equipped system only. If you use a plug‑in‑equipped system as a server, server connections
are not accelerated. Appliance‑to‑appliance acceleration, on the other hand, works regardless
of which side is the client and which is the server. (Active‑mode FTP is treated as a special case,
because the connection initiating the data transfer requested by the plug‑in is opened by the
server.)

• Signaling connection–Transparent mode uses a signaling connection between the plug‑in and
appliance for the transmission of status information. Appliance‑to‑appliance acceleration does
not require a signaling connection, except for secure peer relationships, which are disabled by
default. If the plug‑in cannot open a signaling connection, it does not attempt to accelerate
connections through the appliance.

• Daisy‑chaining–For an appliance that is in the path between a plug‑in and its selected target
appliance, youmust enable daisy‑chaining on the Configuration: Tuningmenu.

Transparentmode is oftenusedwith VPNs. TheWANOPClient Plug‑in Plug‑in is compatiblewithmost
IPSec and PPTP VPNs, and with Citrix Access Gateway VPNs.

The following figure shows packet flow in transparent mode. This packet flow is almost identical to
appliance‑to‑appliance acceleration, except that the decision of whether or not to attempt to acceler‑
ate the connection is based on acceleration rules downloaded over the signaling connection.

Figure 2. Packet flow in transparent mode
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1. The user’s application opens a TCP connection to the server, sending a TCP SYN packet.

Src: 10.0.0.50, Dst: 10.200.0.10

2. The WANOP Plug‑in looks up the destination address and sees that it matches a subnet accel‑
erated by the appliance. It attaches WANOP options to the TCP header of the SYN packet. No
addresses are changed.

Src: 10.0.0.50, Dst: 10.200.0.10

3. The appliance notes the SYN options and recognizes that this is an accelerable connection. It
strips the options from the packet and allows it to pass through to the server. No addresses are
changed.

Src: 10.0.0.50, Dst: 10.200.0.10

4. The server accepts the connection and responds with a TCP SYN‑ACK packet.

Src: 10.200.0.10, Dst: 10.0.0.50
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5. The appliance tags the SYN‑ACK packet with a TCP header option that shows that acceleration
will take place.

Src: 10.200.0.10, Dst: 10.0.0.50

6. The WANOP Plug‑in receives the SYN‑ACK packet. The options in the packet headers indicate
that the connection is accelerated. The Plug‑in strips the options and passes the SYN‑ACK
packet to the application. The connection is now fully open and accelerated.

Redirector mode

Redirector mode works differently from transparent mode in the following ways:

• The WANOP Client Plug‑in Plug‑in software redirects the packets by addressing them explicitly
to the appliance.

• Therefore, the redirector‑mode appliance does not have to intercept all of the WAN‑link traffic.
Because accelerated connections are addressed to it directly, it canbeplacedanywhere, as long
as it can be reached by both the plug‑in and the server.

• The appliance performs its optimizations, then redirects the output packets to the server, re‑
placing the source IP address in the packets with its own address. From the server’s point of
view, the connection originates at the appliance.

• Return traffic from the server is addressed to the appliance, which performs optimizations in
the return direction and forwards the output packets to the plug‑in.

• The destination port numbers are not changed, so network monitoring applications can still
classify the traffic.

The below figure shows how the Redirector mode works.

Figure 1. Redirector Mode
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The below figure shows the packet flow and address mapping in redirector mode.

Figure 2. Packet Flow in Redirector Mode
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1. The user’s application opens a TCP connection to the server, sending a TCP SYN packet.

Src: 10.0.0.50, Dst: 10.200.0.10

2. Citrix SD‑WANWANOP Plug‑in looks up the destination address and decides to redirect the con‑
nection to the appliance at 10.200.0.201.

Src: 10.0.0.50, Dst: 10.200.0.201

(10.200.0.10 is preserved in a TCP option field. Options 24‑31 are used for various parameters.)

3. The appliance accepts the connection and forwards the packet to the server (using the destina‑
tion address from the TCP options field), and giving itself as the source.

Src: 10.200.0.201, Dst: 10.200.0.10

4. The server accepts the connection and responds with a TCP SYN‑ACK packet.

Src: 10.200.0.10, Dst: 10.200.0.201

5. The appliance rewrites the addresses and forwards the packet to the Plug‑in (Placing the server
address in an option field).

Src: 10.200.0.201, Dst: 10.0.0.50
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6. The connection is now fully open. The client and server send packetsback and forth via the
appliance.

While the addresses are alyered in Redirector mode the desitnation port numbers are nit
(though the ephemeral port number may be). The data is not encapsulated. Redirector mode
is a proxy, not a tunnel.

There is no 1:1 relationship between packets (though in the end, the data received is always
identical to the data sent). Compression may reduce many input packets into a single packet.
CIFS acceralation will perform speculative read‑ahead and white‑behind operations. Also, if
packets are dropped between appliace and the Reperter plug‑in, the retransmission is handled
by the appliance, noyt the server, using advanced recovery algorithms.

How the plug‑in selects an appliance

Each plug‑in is configured with a list of appliances that it can contact to request an accelerated con‑
nection.

The appliances each have a list of acceleration rules, which is a list of target addresses or ports to
which the appliance can establish accelerated connections. The plug‑in downloads these rules from
theappliances andmatches thedestinationaddress andport of each connectionwith eachappliance’
s rule set. If only one appliance offers to accelerate a given connection, selection is easy. If more than
one appliance offers to accelerate the connection, the plug‑in must choose one of the appliances.

The rules for appliance selection are as follows:

• If all the appliances offering to accelerate the connection are redirector‑mode appliances, the
leftmost appliance in the plug‑in’s appliance list is selected. (If the appliances were specified
as DNS addresses, and the DNS record has multiple IP addresses, these too are scanned from
left to right.)

• If some of the appliances offering to accelerate the connection use redirector mode and some
use transparentmode, the transparent‑mode appliances are ignored and the selection ismade
from the redirector‑mode appliances.

• If all of the appliances offering to accelerate the connection use transparent mode, the plug‑in
does not select a specific appliance. It initiates the connection with WANOP Client Plug‑in SYN
options, andwhichever candidate appliance attaches appropriate options to the returning SYN‑
ACK packet is used. This allows the appliance that is actually in line with the traffic to identify
itself to the plug‑in. The plug‑in must have an open signaling connection with the responding
appliance, however, or acceleration does not take place.

• Some configuration information is considered to be global. This configuration information is
taken from the leftmost appliance in the list for which a signaling connection can be opened.
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Deploy appliances for use with plug‑ins

March 12, 2021

Client acceleration requires special configuration on the WANOP Client Plug‑in appliance. Other con‑
siderations include appliance placement. Plug‑ins are typically deployed for VPN connections.

Use a dedicated appliance when possible

Attempting to use the same appliance for both plug‑in acceleration and link acceleration is often diffi‑
cult, because the twouses sometimes call for the appliance to be at different points in the data center,
and the two uses can call for different service‑class rules.

In addition, a single appliance can serve as an endpoint for plug‑in acceleration or as an endpoint for
site‑to‑site acceleration, but cannot serve both purposes for the same connection at the same time.
Therefore, when you use an appliance for both plug‑in acceleration for your VPN and for site‑to‑site
acceleration to a remote data center, plug‑in users do not receive site‑to‑site acceleration. The seri‑
ousness of this problem depends on howmuch of the data used by plug‑in users comes from remote
sites.

Finally, because a dedicated appliance’s resources are not divided between plug‑in and site‑to‑site
demands, they provide more resources and thus higher performance to each plug‑in user.

Use inlinemodewhen possible

An appliance should be deployed on the same site as the VPN unit that it supports. Typically, the two
units are in line with each other. An inline deployment provides the simplest configuration, the most
features, and the highest performance. For best results, the appliance should be directly in line with
the VPN unit.

However, appliances can use any deployment mode, except group mode or high availability mode.
Thesemodes are suitable for both appliance‑to‑appliance and client‑to‑appliance acceleration. They
can be used alone (transparent mode) or in combination with redirector mode.

Place the appliances in a secure part of your network

An appliance depends on your existing security infrastructure in the sameway that your servers do. It
should be placed on the same side of the firewall (and VPN unit, if used) as the servers.
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Avoid NAT problems

Network address translation (NAT) at the plug‑in side is handled transparently and is not a concern.
At the appliance side, NAT can be troublesome. Apply the following guidelines to ensure a smooth
deployment:

• Put the appliance in the same address space as the servers, so that whatever addressmodifica‑
tions are used to reach the servers are also applied to the appliance.

• Never access the appliance by using an address that the appliance does not associatewith itself.

• The appliancemust be able to access the servers by using the same IP addresses at which plug‑
in users access the same servers.

• In short, do not apply NAT to the addresses of servers or appliances.

Select softboost mode

On the Configure Settings: Bandwidth Management page, select Softboost mode. Softboost is the
only type of acceleration supported with the WANOP Client Plug‑in Plug‑in.

Define plug‑in acceleration rules

Theappliancemaintains a list of acceleration rules that tell the clientswhich traffic to accelerate. Each
rule specifies an address or subnet and a port range that the appliance can accelerate.

What to Accelerate‑The choice ofwhat traffic to accelerate depends on the use the appliance is being
put to:

• VPN accelerator ‑ If the appliance is being used as a VPN accelerator, with all VPN traffic passing
through the appliance, all TCP traffic should be accelerated, regardless of destination.

• Redirector mode ‑ Unlike with transparent mode, an appliance in redirector mode is an explicit
proxy, causing the plug‑in to forward its traffic to the redirector‑mode appliance even when
doing so is not desirable. Acceleration can be counterproductive if the client forwards traffic to
an appliance that is distant from the server, especially if this “triangle route”introduces a slow
or unreliable link. Therefore, Citrix recommends that acceleration rules be configured to allow
a given appliance to accelerate its own site only.

• Other uses ‑ When the plug‑in is used neither as a VPN accelerator nor in redirector mode, the
acceleration rules should include addresses that are remote to the users and local to datacen‑
ters.

Defining the Rules‑ Define acceleration rules on appliance, on the Configuration: WANOP Client
Plug‑in: Acceleration Rules tab.
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Rules are evaluated in order, and the action (Accelerate or Exclude) is taken from the first matching
rule. For a connection to be accelerated, it must match an Accelerate rule.

The default action is to not accelerate.

1. On the Configuration: WANOP Plug‑in: Acceleration Rules tab:

• Add an Accelerated rule for each local LAN subnet that can be reached by the appliance.
That is, click Add, select Accelerate, and type the subnet IP address andmask.

• Repeat for each subnet that is local to the appliance.

2. If you need to exclude some portion of the included range, add an Exclude rule and move it
above the more general rule. For example, 10.217.1.99 looks like a local address. If it is really
the local endpoint of a VPN unit, create an Exclude rule for it on a line above the Accelerate rule
for 10.217.1.0/24.

3. If you want to use acceleration for only a single port (not recommended), such as port 80 for
HTTP, replace the wildcard character in the Ports field with the specific port number. You can
support additional ports by adding additional rules, one per port.

4. In general, list narrow rules (usually exceptions) before general rules.

5. Click Apply. Changes are not saved if you navigate away from this page before applying them.

IP port usage

Use the following guidelines for IP port usage:

• Ports used for communication with WANOP Client Plug‑in Plug‑in–The plug‑in maintains a
dialog with the appliance over a signaling connection, which by default is on port 443 (HTTPS),
which is allowed throughmost firewalls.

• Ports used for communication with servers–Communication between the WANOP Client
Plug‑in Plug‑in and the appliance uses the same ports that the client would use for commu‑
nication with the server if the plug‑in and appliance were not present. That is, when a client
opens an HTTP connection on port 80, it connects to the appliance on port 80. The appliance
in turn contacts the server on port 80.

In redirector mode, only the well‑known port (that is, the destination port on the TCP SYN
packet) is preserved. The ephemeral port is not preserved. In transparent mode, both ports
are preserved.

The appliance assumes that it can communicate with the server on any port requested by the
client, and the client assumes that it can communicate with the appliance on any desired port.
This works well if appliance is subject to the same firewall rules as the servers. When such is
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the case, any connection that would succeed in a direct connection succeeds in an accelerated
connection.

TCP option usage and firewalls

WANOP Client Plug‑in parameters are sent in the TCP options. TCP options can occur in any packet
and are guaranteed to be present in the SYN and SYN‑ACK packets that establish the connection.

Your firewall must not block TCP options in the range of 24‑31 (decimal), or acceleration cannot take
place. Most firewalls do not block these options. However, a Cisco PIX or ASA firewall with release 7.x
firmware might do so by default, and therefore youmight have to adjust its configuration.

Customize plug‑in’s MSI file

March 12, 2021

You can change parameters in the
WANOP Client Plug‑in distribution file, which is in the standard Microsoft Installer (MSI) format. Cus‑
tomization requires the use of an MSI editor.

Note

The altered parameters in your edited. MSI file apply only to new installations. When existing
plug‑in users update to a new release, their existing settings are retained. Therefore, after chang‑
ing the parameters, you should advise your users to uninstall the old version before installing the
new one.

Best practices:

Create a DNS entry that resolves to the nearest plug‑in‑enabled appliance. For example, define “Re‑
peater.mycompany.com”and have it resolve to your appliance, if you have only one appliance. Or,
if you have, say, five appliances, have Repeater.mycompany.com resolve to one of your five appli‑
ances, with the appliance selected on the basis of closeness to the client or to the VPN unit. For exam‑
ple, a client using an address associated with a particular VPN should see Repeater.mycompany.com
resolve to the IP address of the WANOP Client Plug‑in appliance connected to that VPN . Build this
address into your plug‑in binary with an MSI editor, such as Orca. When you add, move, or remove
appliances, changing this single DNS definition on your DNS server updates the appliance list on your
plug‑ins automatically.

You can also have theDNS entry resolve tomultiple appliances, but this is undesirable unless all appli‑
ances are configured identically, because theplug‑in takes someof it characteristics from the leftmost
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appliance in the list and applies them globally (including SSL compression characteristics). This can
lead toundesirable andconfusing results, especially if theDNSserver rotates theorder of IP addresses
for each request.

Install the Orca MSI editor:

There aremany MSI editors, including Orca, which is part of Microsoft’s free Platform SDK and can be
downloaded fromMicrosoft.

To install the Orca MSI editor:

1. Download the PSDK‑x86.exe version of the SDK and execute it. Follow the installation instruc‑
tions.

2. Once the SDK is installed, the Orca editor must be installed. It will be under Microsoft Platform
SDK\Bin\Orca.Msi. Launch Orca.msi to install the actual Orca editor (orca.exe).

3. Running Orca–Microsoft provides its Orca documentation online. The following information
describes how to edit the most important WANOP Client Plug‑in Plug‑in parameters.

4. Launch Orca with Start > All Programs > Orca. When a blank Orca window appears, open the
WANOP Client Plug‑in Plug‑in MSI file with File > Open.

Figure 1. Using Orca

5. On the Tablesmenu, click Property. A list of all the editable properties of the .MSI file appears.
Edit the parameters shown in the following table. To edit a parameter, double‑click on its value,
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type the new value, and press Enter.

For more information, see the table.

a) On the Tables menu, click Property. A list of all the editable properties of the .MSI file ap‑
pears. Edit the parameters shown in the following table. To edit a parameter, double‑click
on its value, type the new value, and press Enter.

For more information, see the table.

Figure 2: Editing Parameters in Orca:

6. When done, use the File: Save As command to save your edited file with a new filename; for
example, test.msi.

Your plug‑in software has now been customized.

Note

Some users have seen a bug in orca that causes it to truncate files to 1 MB. Check the size of the
saved file. If it has been truncated, make a copy of the original file and use the Save command
to overwrite the original.

Once you have customized the appliance list withOrca anddistributed the customizedMSI file to your
users, the user does not need to type in any configuration informationwhen installing the software.
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Deploy plug‑ins onWindows

March 12, 2021

TheWANOP Client Plug‑in is an executable Microsoft installer (MSI) file that you download and install
aswith any otherweb‑distributed program. Obtain this file from theMyCitrix section of the Citrix.com
website.

Note

The WANOP Client Plug‑in user interface refers to itself as “Citrix Acceleration Plug‑in Manager.”

The only user configuration needed by the plug‑in is the list of appliance addresses. This list can con‑
sist of a comma‑separated list of IP or DNS address. The two forms can be mixed. You can customize
the distribution file so that the list points to your appliance by default. Once installed, operation is
transparent. Traffic to accelerated subnets is sent through an appropriate appliance, and all other
traffic is sent directly to the server. The user application is unaware that any of this is happening.

Installation

To install WANOP Client Plug‑in Plug‑in accelerator on Windows system:

1. The Repeater*.msi file is an installation file. Close all applications and any windows that might
be open, and then launch the installer it in the usual way (double‑click on in a file window, or
use the run command).

Figure 1. Initial Installation Screen:
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The steps below are for an interactive installation. A silent installation can be performed with
the command:

msiexec /i client_msi_file /qn

2. The installation programprompts for the location inwhich to install the software. The directory
that you specify is used for both the client software and the disk‑based compression history.
Together, they require a minimum of 500 MB of disk space.

3. When the installer finishes, it might ask you to restart the system. After a restart, the WANOP
Client Plug‑in Plug‑in starts automatically.

Figure 2. Final Installation Screen:

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 298



Citrix SD‑WANWANOP 11.1

4. Right‑click the Accelerator icon in the task bar and select Manage Acceleration to launch the
Citrix Plug‑in Accelerator Manager.

Figure 3. Citrix Accelerator Plug in Manager, Initial (Basic) Display:

5. If the .MSI file has not been customized for your users, specify the signaling address and the
amount of disk space to use for compression:

• In the Appliances: Signaling Addresses field, type the signaling IP address of your appli‑
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ance. If you have more than one Plug‑in‑enabled appliance, list them all, separated by
commas. Either IP or DNS addresses are acceptable.

• Using the Data Cache slider, select the amount of disk space to use for compression. More
is better. 7.5 GB is not toomuch, if you have that much disk space available.

• Press Apply.

The WANOP Client Plug‑in accelerator is now running. All future connections to accelerated
subnets will be accelerated

On the plug‑in’s Advanced Rules tab, the Acceleration Rules list should show each appliance as
Connected and each appliance’s accelerated subnets as Accelerated. If not, check the Signaling
Addresses IP field and your network connectivity in general.

Troubleshoot plug‑ins

Plug‑in installation generally goes smoothly. If not, check for the following issues:

Common problems:

• If you do not reboot the system, the WANOP Client Plug‑in will not run properly.

• A highly fragmented disk can result in poor compression performance.

• A failure of acceleration (no accelerated connections listed on the Diagnostics tab) usually in‑
dicates that something is preventing communication with the appliance. Check the Config‑
uration: Acceleration Rules listing on the plug‑in to make sure that the appliance is being
contacted successfully and that the target address is included in one of the acceleration rules.
Typical causes of connection failures are:

– The appliance is not running, or acceleration has been disabled.

– A firewall is strippingWANOPClient Plug‑in TCPoptions at somepoint between theplug‑in
and appliance.

– The plug‑in is using an unsupported VPN.

Deterministic network enhancer locking error

On rare occasions, after you install the plug‑in and restart your computer, the following errormessage
appears twice:

Deterministic Network Enhancer installation requires a reboot first, to free locked resources. Please
run this install again after restarting the computer.

If this occurs, do the following:
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1. Go to Add/Remove Programs and remove the WANOP Client Plug‑in, if present.

2. Go toControl Panel >NetworkAdapters >Local AreaConnection >Properties, find the entry
for Deterministic Network Enhancer, clear its check box, and click OK. (Your network adapter
might be called by a name other than “Local Area Connection.”)

3. Open a command window and go to c:\windows\inf (or the equivalent directory if you have
installed Windows in a non‑standard location).

4. Type the following command:

find “dne2000.cat”oem*.inf

5. Find the highest‑numbered oem*.inf file that returned amatching line (thematching line is Cat‑
alogFile= dne2000.cat) and edit it. For example:

notepad oem13.inf

6. Delete everything except the three lines at the top that start with semicolons, and then save the
file. This will clear out any inappropriate or obsolete settings and the next installation will use
default values.

7. Retry the installation.

Other installation problems

Any problemwith installing theWANOP Client Plug‑in is usually the result of existing networking, fire‑
wall, or antivirus software interfering with the installation. Usually, once the installation is complete,
there are no further problems.

If the installation fails, try the following steps:

1. Make sure the plug‑in installation file has been copied to your local system.

2. Disconnect any active VPN/remote networking clients.

3. Disable any firewall and antivirus software temporarily.

4. If some of this is difficult, do what you can.

5. Reinstall the WANOP Client Plug‑in.

6. If this doesn’t work, reboot the system and try again.

Citrix SD‑WANWANOP plug‑in GUI

March 12, 2021
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The WANOP Client Plug‑in GUI appears when you right‑click the Citrix Accelerator Plug‑in icon and
selectManage Acceleration. The GUI’s Basic display appears first. There is also an Advanced display
that can be used if desired.

Basic display

On the Basic page, you can set two parameters:

• TheSignaling Addresses field specifies the IP address of eachappliance that theplug‑in can con‑
nect to. Citrix recommends listing only one appliance, but you can create a comma‑separated
list. This is an ordered list, with the leftmost appliances having precedence over the others. Ac‑
celeration is attempted with the leftmost appliance for which a signaling connection can be
established. You can use both DNS addresses and IP addresses.

Examples: 10.200.33.200, ws.mycompany.com, ws2.mycompany.com

• The Data Cache slider adjusts the amount of disk space allocated to the plug‑in’s disk‑based
compression history. More is better.

In addition, there is a button to move to the Advanced display.

Advanced display

The Advanced page contains four tabs: Rules, Connections, Diagnostics, and Certificates.

At the bottom of the display are buttons to enable acceleration, disable acceleration, and return to
the Basic page.
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Rules tab

The Rules tab displays an abbreviated list of the acceleration rules downloaded from the appliances.
Each list item shows the appliance’s signaling address and port, acceleration mode (redirector or
transparent), and connection state, followed by a summary of the appliance’s rules.

Connections tab

The Connections tab lists the number of open connections of different types:

• Accelerated Connections–The number of open connections between the WANOP Client Plug‑
in Plug‑in and appliances. This number includes one signaling connection per appliance but
does not include accelerated CIFS connections. ClickingMore opens awindowwith a brief sum‑
mary of each connection. (All of the More buttons allow you to copy the information in the
window to the clipboard, should you want to share it with Support.)

• Accelerated CIFS Connections–The number of open, accelerated connections with CIFS (Win‑
dows file system) servers. This is usually the same as the number of mounted network file sys‑
tems. Clicking More displays the same information as with accelerated connections, plus a sta‑
tus field that reportsActive if theCIFSconnection is runningwithWANOPClientPlug‑in’s special
CIFS optimizations.

• Accelerated MAPI Connections–The number of open, accelerated Outlook/Exchange connec‑
tions.

• Accelerated ICA connections–The number of open, accelerated Citrix Virtual Apps and Desk‑
tops connections using the ICA or CGP protocols.

• Unaccelerated Connections–Open connections that are not being accelerated. You can click
More to display a brief description of why the connection was not accelerated. Typically, the
reason is that no appliance accelerates the destination address, which is reported as Service
policy rule.

• Opening/Closing Connections–Connections that are not fully open, but are in the process of
opening or closing (TCP “half‑open”or “half‑closed”connections). The More button displays
some additional information about these connections.

Diagnostics tab

The Diagnostics page reports the number of connections in different categories, and other useful in‑
formation.

• Start Tracing/Stop Tracing–If you report a problem, your Citrix representative might ask you
to perform a connection trace to help pinpoint problems. This button starts and stops the trace.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 303



Citrix SD‑WANWANOP 11.1

When you stop tracing, a pop‑up window shows the trace files. Send them to your Citrix repre‑
sentative by the means he or she recommends.

• Clear History–This feature should not be used.

• Clear Statistics–Pressing this button clears the statistics on the Performance tab.

• Console–A scrollable window with recent status messages, mostly connection‑open and
connection‑close messages, but also error andmiscellaneous status messages.

Certificates tab

On the Certificates tab, you can install security credentials for the optional secure peering feature.
The purpose of these security credentials is to enable the appliance to verify whether the plug‑in is a
trusted client or not.
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To upload the CA certificate and certificate‑key pair:

1. Select CA Certificate Management.

2. Click Import.

3. Upload a CA certificate. The certificate file must use one of the supported file types (.pem, .crt.,
.cer, or .spc). A dialog box might appear, asking you to Select the certificate store you want to
use and presenting you with a list of keywords. Select the first keyword in the list.

4. Select Client Certificate Management.

5. Click Import.

6. Select the format of the certificate‑key pair (either PKCS12 or PEM/DER).

7. Click Submit.

Note

In the case of PEM/DER, there are separate upload boxes for certificate and key. If your
certificate‑key pair is combined in a single file, specify the file twice, once for each box.

Update Citrix SD‑WANWANOP plug‑in

March 12, 2021
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To install a newer version of the WANOP Client Plug‑in, follow the same procedure you used when
installing the plug‑in for the first time.

Uninstall the WANOP client plug‑in

To uninstall the WANOP Client Plug‑in, use the Windows Add/Remove Programs utility. The WANOP
Client Plug‑in is listed as Citrix Acceleration Plug‑in in the list of currently installed programs. Select
it and click Remove.

Restart the system to finish uninstalling the client.

Citrix Virtual Apps and Desktops acceleration

March 12, 2021

Note

In this discussion, Virtual Apps refers to the ICA andCGPprotocol streams. Therefore, what is said
about Virtual Apps applies also to Virtual Desktops.

Virtual Apps/Virtual Desktops (ICA/CGP) acceleration has three components:

• Compression–The appliance cooperates with Virtual Apps clients and servers to compress Vir‑
tual Apps data streams for interactive data (keyboard/mouse/display/audio) and batch data
(printing and file transfers). This interaction takes place transparently and requires no configu‑
ration of the appliance. A small amount of configuration, described below, is required on older
Virtual Apps servers (release 4.x).

• Multistream ICA–In addition to compression, Citrix SD‑WAN WANOP appliances support the
new Multistream ICA protocol, in which up to four connections are used for the different ICA
priorities, instead of multiplexing all priorities over the same connection. This approach gives
interactive tasks greater responsiveness, especially when combinedwith the appliance’s traffic
shaping.

• Traffic shaping–The Citrix SD‑WAN WANOP traffic shaper uses the priority bits in the Virtual
Appsdata protocols tomodulate the connection’s priority in real time,matching thebandwidth
share of each connection to what the connection is transmitting at the moment.

Note

Multistream ICA is disabled by default. It can be enabled on the Features page. Multi‑
Stream ICA and AutoQoS requires Session Reliability to be enabled.
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To optimize ICA connections for Citrix Virtual Apps and Desktops release 7.0 and later,Citrix SD‑WAN
WANOP appliance supports Citrix Receiver for Chrome release 1.4 and later, and Citrix Receiver for
HTML5 release 1.4 and later.

HDX Transport protocol from UDP/EDT to TCP –In certain network conditions, UDP/EDT cannot be
used as the optimized protocol to deliver HDX traffic. You can change the protocol to TCP so that
WANOP can provide:

• Compression/DDup benefits
• Visibility (local reports and HDX Insight)

WANOP can block EDT traffic and force the session to TCP. During session initiation Citrix Receiver
starts session on both TCP as well as EDT. If EDT session is not established then TCP session is used.
WANOP GUI provide an option to force the session on TCP protocol on the features page.

Configure Virtual Apps acceleration

March 12, 2021

Virtual Apps acceleration applies to both the ICA and CGP protocols within Virtual Apps. The Citrix
SD‑WANWANOP appliances, Virtual Apps servers, and Virtual Apps clients provide cooperative accel‑
eration of Virtual Apps connections, providing substantial speedup compared to Virtual Apps alone.
This cooperation requires up‑to‑date versions of all three components.

Virtual Apps compression dynamically switches betweenmemory based compression for interactive
channels (suchasmouse, keyboard, and screendata) anddiskbasedcompression forbulk tasks (such
as file transfers and print jobs). Compression ratios increase as compression history fills, increasing
the amount of data that can bematched against newdata. Virtual Apps compression provides several
times asmuch data reduction as does unassisted Virtual Apps, often exceeding 50:1 on repetitive bulk
transfers such as printing or saving successive versions of the same document.

Virtual Apps compression achieves high link utilization without congestion, by preventing users from
interfering with each other.

To enable Virtual Apps acceleration

1. Check the ICA service class policy. On the Configuration: Service Classes page, the ICA service
class should show disk in the Acceleration column and ICA Priorities in the Traffic Shaping col‑
umn. If not, edit the service class definition.

2. Update Virtual Apps 4.x servers and clients. (Not necessary on Virtual Apps 5.0 or later). Use
Presentation Server 4.5 with Hotfix Rollup Pack PSE450W2K3R03 (Beta) or later. This release
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includes the following server and client software, both of which must be installed for Virtual
Apps compression:

a) Server package PSE450R03W2K3WS.msp or later.

b) Client version 11.0.0.5357 or later.

3. Update Virtual Desktops servers and clients to release 4.0 or later.

4. Verify Virtual Apps server registry settings. (Not necessary on Virtual Apps 5.0 or later.) On the
Virtual Apps servers, verify the following settings and correct or create them as necessary:

pre codeblock HKLM\System\CurrentControlSet\Control\Citrix\
WanScaler\EnableForSecureIca = 1 HKLM\System\CurrentControlSet
\Control\Citrix\WanScaler\EnableWanScalerOptimization = 1 HKLM\
System\CurrentControlSet\Control\Citrix\WanScaler\UchBehavior = 2
<!--NeedCopy-->

These are all DWORD values.

5. Open and use Virtual Apps connections, between updated Virtual Apps clients and servers, that
pass through the updated Citrix SD‑WAN WANOP. By default, these sessions use CGP. For ICA,
on the client, under Citrix ProgramNeighborhood, clear the Custom ICAConnections check box.
Then, right‑click a connection icon, navigate toProperties >Options, and clickEnable Session
Reliability check box. Multi‑Stream ICA andAutoQoS requires SessionReliability to be enabled.

6. Verify acceleration.

After you start Virtual Apps sessions over the accelerated link, accelerated ICA connections
should appear on the appliance’s Monitoring: Connections page. A compression ratio of
greater than 1:1 indicates that compression is taking place.

Optimize Citrix Receiver for HTML5

March 12, 2021

Application thatmust serve dynamic contentwork onHTML5WebSockets. Citrix Receiver for Chrome
and Citrix Receiver for HTML5 are such applications that support HTML5 WebSockets. These appli‑
cations have simplified access to Virtual Desktops as these can be integrated with most recent Web
browsers that support HTML5 WebSockets.

Note

You do not need to make any changes to the appliance configuration to use this feature.
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How a Citrix SD‑WANWANOP appliance optimizes Citrix Receiver for HTML5

In a typical branch office and datacenter setup, shared resources like Virtual Desktop Agent (VDA) are
installed on a Citrix Citrix Hypervisor server in the datacenter. Clients from the branch offices access
these shared resources over the network by using Citrix Receiver.

In a typical branch office and datacenter setup, shared resources like Virtual Desktop Agent (VDA) are
installed on a Citrix Citrix Hypervisor server in the datacenter. Clients from the branch offices access
these shared resources over the network by using Citrix Receiver.

Being HTML compliant, VDA uses a WebSocket listener that runs on port 8008. When accessing an
application, the client initiates a TCP connection at port 8008, and uses it to send an HTTP request
to the server to upgrade the connection and use the WebSocket protocol. After the client negotiates
the WebSocket connection with VDA, Independent Computing Architecture (ICA) negotiations begin
and the client and the server use ICA over HTML5 to exchange data. For more information about the
sequence of messages exchanged between the client and server, see Messages Exchanged Between
the Client and the Server.

After connections are established between the clients and the server, the Citrix SD‑WANWANOP appli‑
ance starts optimizing the connections by speeding up the traffic over the network, and accelerating
Web page and other applications using Citrix Receiver for HTML5. The functionality of optimizing the
Citrix Receiver for HTML5 connections is similar to HTTP Acceleration.

Note

• For more information about HTML5, see How HTML5 Works.
• For more information about Citrix Receiver for HTML5, see Receiver for HTML5.
• For more information about the system requirements of Receiver for HTML5, see System
requirements.

Configure a Citrix SD‑WANWANOP appliance to optimize Citrix Receiver for HTML5

Optimization of Citrix Receiver for HTML5 connections is a zero configuration feature. You do not have
to make any configuration changes to the appliance. Upgrading the Citrix SD‑WAN WANOP software
to release CB 7.3.1 or later creates the alt‑http application classifier on the appliance and maps this
application classifier to port 8008, which is the default for Virtual Desktops. As soon as you upgrade
the software the appliance, it is ready to optimize native Chrome connections that use Citrix Receiver
for HTML5.

If you are using SSL encryption for connections over Citrix Receiver for HTML5, connections use ICA
over SSL. To enable ICA over SSL acceleration with Citrix Receiver for HTML5, you need to configure
standard SSL acceleration, which includes the appropriate destination IP address in the service class
and SSL profile mapping. If you are planning to deploy the appliance in ICA proxy mode, you must
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map the StoreFront VIP address to StoreFront certificates. Similarly, if you plan to deploy the appli‑
ance in any end‑to‑end SSL encryption deployment mode, you must map the VDA IP address to VDA
certificates.

Warning

Make sure that you do not change the port number of the alt‑http application to any other port
number. If you delete this application classifier or need tomake any changes to it, youmust add
the port 8008 to the HTTP application classifier.

Verify Citrix Receiver for HTML5 connections

To verify that the appliance is optimizing Citrix Receiver for HTML5 connections, you can check to
see if connections are listed in Citrix (ICA/CGP) and ICA Advanced monitoring pages . Existence of
HTML5 connections in themonitoring pages is an indication that the appliance is optimizing the Citrix
Receiver for HTML5 connections.

To verify Citrix Receiver for HTML5 connection on a Citrix SD‑WANWANOP appliance:

1. Navigate to theMonitoring >Optimization > Citrix (ICA/CGP) page.

2. On the ICA Connections tab, verify that the HTML5 connections are listed. An HTML5 connec‑
tion is shown with HTML as a prefix in the Client Computer Name column, as shown in the fol‑
lowing screen shot:

3. Navigate to theMonitoring > Optimization > ICA Advanced page.</span>

4. In the Conn Info tab, scroll down to the ICA Client and Server Information section. Entries for
HTML5connectionshaveCitrixHTML5client in theProduct IDcolumn, as shown in the following
screen shot:
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Deploymentmodes

March 12, 2021

In a typical Citrix SD‑WAN WANOP deployment, the Citrix SD‑WAN WANOP appliances are paired
across branch offices and datacenter. You install shared resources, such as VDA, in the datacenter.
Clients from various branch offices access datacenter resources by using Citrix Receiver, as shown in
the following figure.

A typical Citrix SD‑WANWANOP deployment topology

Clients install a Citrix Receiver software product, such as Citrix Receiver for HTML5, on their local com‑
puters and use it to access resources in the datacenter. Connections through the pair of Citrix SD‑WAN
WANOP appliances are optimized.
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Understandmessages exchanged between the client and the server

As with any type of network connection, a client using Citrix Receiver for HTML5 exchanges various
messages with the server. The following figure shows a typical flow of messages between the client
and server when a connection is established between them.

As shown in the above figure, the following sequence of messages is exchanged between the client
and server when a client from a branch office wants to access datacenter server resources:

1. Client uses Citrix Receiver for HTML5 to send a TCP connection request to VDA on port 8008.

2. After establishing the TCP connection, the client sends a WebSocket upgrade request to VDA.

3. VDA responds to the upgrade request and switches to the WebSocket protocol.

4. Client and VDA negotiate WebSocket authorization.

5. Client sends a WebSocket connection request to VDA.

6. VDA responds to the WebSocket connection request.

7. VDA initiates ICA negotiation with the client.
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8. After ICA negotiation, VDA starts transmitting ICA data.

9. VDA sends packet termination message.

10. Client responds with the packet termination message.

Note

The above example lists the sample messages exchanged for ICA over WebSocket. If you
are using ICA over Common Gateway Protocol (CGP), the client and server negotiate CGP
instead of WebSocket. However, for ICA over TCP, the client and server negotiate ICA.

Depending on the components you have deployed on the network, the connection is terminated at
different points. The preceding figure represents a topology that does not have any additional com‑
ponents deployed on the network. As a result, the client communicates directly with VDA at port
8008. However, if you have installed a gateway, such as Citrix Gateway, at the datacenter, the connec‑
tion is established with the gateway and it proxies VDA. Until the gateway negotiates the WebSocket
authorization, there is no communication with VDA. After the gateway has negotiated WebSocket au‑
thorization, it opens a connection with VDA. Thereafter, the gateway acts as amiddleman and passes
messages from the client to VDA and vice versa.

Similarly, if a VPN tunnel is created between a Citrix gateway plugin installed on the client and Citrix
Gateway installed at the datacenter, the gateway transparently forwards all client messages, immedi‑
ately upon establishing a TCP connection, to VDA, and vice versa.

Note

To optimize a connection that requires end‑to‑end SSL encryption, a TCP connection is estab‑
lished at port 443 on VDA.

Supported deploymentmodes

When configuring a Citrix SD‑WANWANOPappliance for optimizing Citrix Receiver for HTML5, you can
consider any of the following deploymentmodes, depending on your network requirements. To opti‑
mize Citrix Receiver for HTML5 connections, Citrix SD‑WANWANOP appliances support the following
deployment modes:

• Direct Access

• Direct Access with End‑to‑End SSL Encryption

• ICA Proxy Mode

• ICA Proxy Mode with End‑to‑End SSL Encryption

• Full Virtual Private Network (VPN) Mode
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• Full Virtual Private Network (VPN) Mode with End‑to‑End SSL Encryption

Direct access:

The following figure shows the deployment topology of Citrix Receiver for HTML5 installed on the
client in the direct access mode.

Citrix SD‑WANWANOP appliances deployed in direct access mode

In thedirect accessmode, a pair of Citrix SD‑WANWANOPappliances is installed across abranchoffice
and the datacenter in inlinemode. A client accesses VDA resources through Citrix Receiver for HTML5
over the privateWAN. Connections from the client to the VDA resources is securedbyusing encryption
at the ICA level. Messages exchanged between the client and VDA are explained in Understanding
Messages Exchanged Between the Client and the Server.

The Citrix SD‑WAN WANOP appliances installed between the client and VDA datacenter optimize the
Citrix Receiver for HTML5 connections established between them.

A direct access deployment is suitable for a corporate intranet on which clients connect without us‑
ing Citrix Gateway or any other firewall. You deploy a set up with direct access when Citrix SD‑WAN
WANOP appliances are deployed in the inline mode and a client from a private WAN connects to the
VDA resources.

Direct access with end‑to‑end SSL encryption:

The following figure shows the deployment topology of Citrix Receiver for HTML5 installed on the
client in the direct access mode secured with end‑to‑end SSL encryption.

Citrix SD‑WAN WANOP appliances deployed in direct access mode secured with end‑to‑end SSL en‑
cryption
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The direct access with end‑to‑end SSL encryptionmode is similar to the Direct Accessmode, with the
difference that the connectionbetween the client andVDA resources is securedbySSL encryption and
uses port 443 instead of port 8008 for the connection.

In this deployment, communication between a pair of Citrix SD‑WAN WANOP appliances is secured
by making the two appliance secured partners. This deployment is suitable for a corporate network
where connections between the client and VDA resources are secured by SSL encryption.

Note

You must configure appropriate certificates on the appliances to create secure partners. For
more information about secure partnering, see Secure Peering.

ICA proxymode:

The following figure shows the deployment topology of Citrix Receiver for HTML5 installed on the
client in ICA proxy mode.

Citrix SD‑WANWANOP appliances deployed in ICA proxy mode

In the ICA proxymode, a pair of Citrix SD‑WANWANOP appliances is installed across the branch office
and a datacenter in inline mode. In addition, you install Citrix Gateway, which proxies VDA, at the
datacenter. A client accesses VDA resources through Citrix Receiver for HTML5 over the public WAN.
Because the gateway proxies the VDA, two connections are established: an SSL connection between
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the client and Citrix Gateway and an ICA secured connection between Citrix Gateway and VDA. The
Citrix Gateway establishes a connectionwith VDA resources on behalf of the client. Connections from
the gateway to the VDA resources is secured by encryption at the ICA level.

Messages exchanged between the client and VDA are explained in Understanding Messages Ex‑
changed Between the Client and the Server. However, in this case the connection is terminated at
Citrix Gateway. The gateway proxies VDA and opens a connection to VDA only after the gateway has
negotiated WebSocket authorization. The gateway then transparently passes messages from client
to VDA and vice versa.

If you expect users to access VDA resources from a public WAN, you can consider deploying the ICA
Proxy mode set up.

Note

You must configure appropriate certificates on the appliances to create secure partners. For
more information about secure partnering, see Secure Peering.

ICA proxymodewith end‑to‑end SSL encryption:

The following figure shows the deployment topology of Citrix Receiver for HTML5 installed on the
client in ICA proxy mode secured with end‑to‑end SSL encryption.

Citrix SD‑WAN WANOP appliances deployed in ICA proxy mode secured with end‑to‑end SSL encryp‑
tion

ICA Proxy mode with end‑to‑end SSL encryption mode is similar to ordinary ICA Proxy mode, with
the difference that the connection between the Citrix Gateway and VDA is secured by SSL encryption
instead of using an ICA secured connection. In this scenario, you must install appropriate certificates
on theCitrix SD‑WANWANOPappliance andVDA. The connectionbetween theCitrix Gateway andVDA
uses port 443 instead of port 8008, as in case of ordinary ICA Proxy mode.

This deployment is suitable for a network where you must secure end‑to‑end communication be‑
tween clients and VDA, including the connection between Citrix Gateway and VDA.

Full virtual private network (VPN)mode:

The following figure shows the deployment topology of Citrix Receiver for HTML5 installed on the
client in the full Virtual Private Network (VPN) mode.
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Citrix SD‑WANWANOP appliances deployed in VPNmode

In full VPN mode, a pair of Citrix SD‑WAN WANOP appliances is installed across a branch office and
the datacenter in inline mode. In addition to Citrix receiver for HTML5, you install the Citrix Gateway
plugin on the client and Citrix Gateway interfacing external network at the datacenter. The Citrix Gate‑
way plugin on the client and Citrix Gateway on the datacenter create an SSL tunnel or VPN over the
network when they establish a connection. As a result, the client has a direct secure access to the
VDA resources, with transparent connection through the Citrix SD‑WANWANOP appliance. When the
client connection is terminated at Citrix Gateway, the gatewayopens a transparent connection toport
8008 on VDA.

Messages exchanged between the client and VDA are explained in the Understanding Messages Ex‑
changed Between the Client and the Server section. However, in this case the connection is termi‑
nated at Citrix Gateway. The gateway proxies VDA and opens a transparent connection to VDA at port
8008, and transparently passes all messages from client to VDA and vice versa.

The Citrix SD‑WAN WANOP plug‑in enables the client to access resources regardless of the location
of the client. When you expect clients to need access to the VDA resources from locations other than
their desktops, you can deploy the setup in full virtual Private Network (VPN) mode.

This deployment is suitable for organizations expecting their employees to access resources when
they are traveling.

Full virtual private network (VPN)modewith end‑to‑end SSL encryption:

The following figure shows the deployment topology of Citrix Receiver for HTML5 installed on the
client in the full VPNmode secured with end‑to‑end SSL encryption.

Citrix SD‑WANWANOP appliances deployed in VPNmode secured with end‑to‑end SSL encryption
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Full Virtual Private Network (VPN) mode with end to end SSL encryption deployment is similar to or‑
dinary full VPNmode, with the difference that the communication between Citrix Gateway and VDA is
secured by SSL encryption and uses port 443 instead of port 8008.

This deployment is suitable for organizations that need end‑to‑end SSL encryption for resources ac‑
cessed by the employees who are traveling.

Adaptive transport interoperability

March 12, 2021

Adaptive transport is a data transport mechanism for Citrix Virtual Apps and Desktops. It is faster,
can scale, improves application interactivity, and is more interactive on challenging long‑haul WAN
and internet connections. Adaptive transport maintains high server scalability and efficient use of
bandwidth. By using adaptive transport, ICA virtual channels automatically respond to changing net‑
work conditions. They intelligently switch the underlying protocol between the Citrix protocol called
EnlightenedData Transport (EDT) andTCP todeliver the best performance. By default, adaptive trans‑
port is enabled, and EDT is used when possible, with fallback to TCP.

Citrix SD‑WAN WANOP offers cross‑session tokenized compression (data deduplication), including
URL‑based video caching. It provides significant bandwidth reduction if two or more people at the
office location watch the same client‑fetched video, or transfer or print significant portions of the
same file or document. Furthermore, by running the processes for ICA data reduction and print job
compressionon thebranchofficeappliance,WANOPoffers VDAserverCPUoffloadandenableshigher
Citrix Virtual Apps and Desktops server scalability.

When TCP is used as the data transport protocol, Citrix SD‑WANWANOP supports the optimization as
describedabove. WhenusingCitrix SD‑WANWANOPonnetwork connections, chooseTCPanddisable
EDT. By using TCP flow control and congestion control, Citrix SD‑WANWANOP ensures the equivalent
interactivity to EDT at high latency andmoderate packet loss.

For information on configuring adaptive transport on Citrix Virtual Apps and Desktops, see Adaptive
transport.
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Citrix Hypervisor 6.5 upgrade

March 12, 2021

Important

To upgrade to Citrix Hypervisor version 6.5, the appliancesmust be running Citrix SD‑WAN
WANOP software release 9.0.x or later.

Note

Do not attempt upgradingwhen the appliance is running on software version lower than release
9.0.x to prevent upgrade issues.

How to upgrade to Citrix Citrix Hypervisor 6.5

To upgrade to Citrix Hypervisor 6.5 on SD‑WAN WANOP appliances, ensure that the appliance is run‑
ning software release version 9.0.x or later. If the appliances are running older software release ver‑
sion, upgrade to the latest software release version first.

1. In Citrix SD‑WAN WANOP GUI, go to Configuration >Maintenance > Update Software. Down‑
load the ns‑sdw‑wo‑<Build_No>.upg file to upgrade the appliance.

2. After upgrading to the latest software version of WANOP software, navigate to Configuration >
Maintenance > Update Software in the GUI. Upload ns‑sdw‑xen65‑pkg_v1.5.upg file.

3. Wait for approximately 20 mins for the upgrade to complete. The appliance restarts after the
upgrade is successfully completed.

Maintenance

March 12, 2021
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Use theMaintenancepage toperformmaintenanceactivities suchasupgradingdowngrading system
software, backing up and restoring configurations and clearing statistics.

Upgrade/Downgrade

Upgrade system software

There is a different Citrix SD‑WAN software package for each appliancemodel. You need to download
the appropriate SD‑WANWANOP software package for an appliance you want to include in a network
and save it in your local drive.

The appliance software is upgraded bymeans of patch files that you obtain from Citrix.

NOTE:

If the appliances are running older software release version, you need to upgrade to the latest
software release version first.

To upgrade system software, go toConfiguration >Maintenance. SelectUpgrade SystemSoftware
under Upgrade/Downgrade. select the patch file, and upload it to the appliance.

The patch file will be examined by the appliance. Only a valid patch file can upgrade the system to a
different release from the one currently in use.

Anupgradepreserves license files and systemsettings. Theupgradedunit requires no reconfiguration
except for any new features that have been added with the new release.

Change release

The change release pagedisplays the currently installed release. If youwant to change the release ver‑
sion, clickChangeRelease option and select the release from the drop‑down list and clickChange.
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Change version type

The Change Version Type option allows you to select a debug version of the release. You can select
the version type form theTypedrop‑down list andclickChange. The followingare thepossibledebug
versions:

• Default
• Level 1
• Level 2
• Default MC
• Level 1 MC
• Level 2 MC

You need to perform this action as instructed by the Support team.

Restart system

Once a patch is installed, a pop‑up message will ask if the appliance can be restarted. The patch will
not be applied until the appliance is restarted. If you select not to restart the system immediately, a
reminder will be placed at the top of each page.

ClickRestart System to restart the SD‑WANWANOP appliance. This process takes several minutes.

Backup settings

You can back up the appliance configuration by saving it as a text file.
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Click Save Settings, a text file is downloaded to your local drive. License files, SSH parameters, and
the IP addresses on the Management IP page cannot be saved. The file is an ordinary text file, but
should not be edited manually.

Restore settings

Once the file is saved, it can be restored to the same SD‑WANWANOP appliance.

Theappliancemaintains copiesof older releases. RestoreSettingsoptionhelps to restore configured
settings. Licenses files, SSH parameters, and the IP addresses on the Management IP page are not
copied back from the newer release to the older one. Instead, the appliance will revert to the settings
that were in effect at the time the older release was upgraded.

Reset to factory defaults

Reset to Factory Defaults option allows resetting the settings. It sets all the parameters except IP
addresses, bandwidth settings, and licenses to their factory defaults. ClickReset to FactoryDefaults,
a confirmation message appears. Click Yes if you want to restore the settings to factory defaults.

Clear statistics

Clear Statistics page allows resetting the SD‑WAN WANOP appliance’s statistics. It also allows cre‑
ating reports that start at the beginning of the desired sampling window. Select the statistic options
you want to clear from the appliance and click Clear.
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Diagnostics

March 12, 2021

This section provides diagnostic tools to identify network issues in your SD‑WANWANOPnetwork and
troubleshoot them. You can also obtain system log files, system information, and other necessary
details that assist the Citrix SD‑WAN Support team in diagnosing and resolving network issues.

Following are the Diagnostics tool available in SD‑WANWANOP:

• Tracing
• Packet Analyzer
• Bypass Card Test
• Retrieve Course
• Line Tester
• Ping
• Traceroute
• System Info
• Diagnostic Data
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Tracing

The Tracing tool is used to watch the packets flowing over the SD‑WANWANOP network. It can open
each packet and identify the protocol used, the IP address of the source and destination, and other
payload information. This information is usedbyCitrix Support team to find the root causeof network
issues.

You can choose to trace Packet Headers Only or Packet Headers and Payload. You can choose the
module to trace and specify if the tracing should be deployment specific or system specific.

Click Start Tracing, the appliance begins to trace the packets. The results are packaged
into a ZIP archive when you click Stop Tracing. This archive can be downloaded onto your
computer, using the Retrieve File option. You can then forward these files to the Support team. The
trace files also provide crash analysis data.

Click Analyze to viewmore information about the packets in Packet Analyzer tab.
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You can view the time, source address, destination address, protocol, length, and payload informa‑
tion.

Bypass card test

You can test the fail‑to‑wire functionality of Ethernet interface for an appliance deployment in inline
(Fail‑to‑wire) mode. Enter the number of seconds for the appliance to stay in bypass mode and click
Start Test. During this period, the appliance is bypassed. Normal operation will resume after that.

Retrieve cores

Core files are createdwhen theSD‑WANWANOPappliance exits abnormally or crashes. The appliance
restarts automatically after a crash. In case of persistent crashes, acceleration is disabled but the
management interface remains active.

You can select and retrieve the required core files that were created during the appliance crash or
when the appliance behaved abnormally. The retrieved files are saved in a ZIP archive. You can share
this with the support team for further analysis.
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Line tester

The Line Test: SERVER function starts an iperf server on the appliance, running in TCP mode. This
option can be used to verify connectivity between WANOP appliances and troubleshooting network
traffic. To run iperf tests, one system (an appliance or another host) must run iperf as a server, and
another must connect to it as a client.

You can use the default Line Tester Server interface and port number. Click Start Server to start an
iperf server on the appliance.

The Line Test: CLIENT function starts an iperf client on the unit, running in TCP mode. You can also
specify the iperf server port number and the length of the test. When the test is complete, the connec‑
tion speed will be reported. Click Start Test to see the WAN and LAN traffic result.
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Ping

Ping allows you to check connectivity of the network elements in your SD‑WAN network. Enter the IP
address of the network element and click Run Ping to see the result.
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Traceroute

Traceroute allows you to record the route between your SD‑WAN appliance and any other network
element in your SD‑WAN network or on the internet. It calculates and displays the amount of time
each hop took.

System info

TheSystemInfo lists all theparameters that arenot set to their defaults. This information is read‑only.
It is used by Support when some kind of misconfiguration is suspected. When you report a problem,
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youmay be asked to check one or more values on this page.

It provides Non‑Default Settings, Detailed Information For Adapter Primary, Detailed Informa‑
tion For Adapter apA.2, and Detailed Information For Adapter apA.1.

Diagnostic Data

Diagnostic Data allows you to package diagnostic data for analysis by the Citrix Support team. Select
the diagnostic files required and click Start. You can then, click Retrieve File to download the zip
archive, and share it with Citrix Support.
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Troubleshooting

March 12, 2021

The following topics provide a list of issues, the cause for the issue, and resolution steps for some
Citrix SD‑WANWANOP features.

CIFS and MAPI

Citrix SD‑WANWANOP plug‑in

RPC over HTTPS

Video Caching

Citrix Virtual Apps and Desktops acceleration

CIFS and MAPI

March 12, 2021

• Issue: A domain controller is removed from the network. However, the Citrix SD‑WAN WANOP
appliance is not able to leave the domain.

Cause: This is a known issue with the appliance.

Workaround: From the Windows Domain page, change the DNS to the one through which you
can resolve the intended domain. Next, use the
Rejoin Domain option tomake the Citrix SD‑WANWANOP appliance join that domain. Now try
leaving from the domain.

• Issue: MAPI connections are not optimized and the following error message appears:

non‑default setting in outlook is not supported

Cause: This is a known issue with release 6.2.3 and earlier releases.

Resolution: Upgrade the appliance to the latest release.

• Issue: The appliance optimized the MAPI connections. However, the monitoring pages display
the number of send and received bytes as zero.

Cause: This is a known issue with the appliance.

Resolution: This is a benign issue and does not affect the functionality of the appliance. You
can ignore it.
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• Issue: Unable to establish secure peering between Citrix SD‑WANWANOP appliances.

Cause: Secure peering with the partner appliance is not properly configured.

Resolution: Do the following:

1. Verify that youhave uploaded appropriate combination of CA and server certificates to the
appliance.

2. Navigate to theCitrixSD‑WANWANOP>Configuration>SSLSettings>SecurePartners
page.

3. In the Partner Security section, under Certificate Verification, select None ‑ allow all
requests option to make sure that certificate never expires.

4. Verify that the appliance can establish secure peering with the partner appliance.

5. Verify that the Listen On section has an entry for the IP address of the intended Citrix SD‑
WANWANOP appliance.

• Issue: When connecting to an Exchange cluster, Outlook users with optimized connections are
occasionally bypassed or prompted for logon credentials.

Cause: MAPI optimization requires that each node in the Exchange cluster be associated with
the exchangeMDB service principal name (SPN). Over time, as you needmore capacity, you add
additional nodes to the cluster. However, sometimes, the configuration taskmight not be com‑
pleted, leaving some nodes in cluster without SPN settings. This issue is most prevalent in Ex‑
change clusters with Exchange Server 2003 or Exchange Server 2007.

Resolution: Do the following on each Exchange servers in the set up:

1. Access the domain controller.

2. Open the command prompt.

3. Run the following commands:

pre codeblock setspn -A exchangeMDB/Exchange1 Exchange1
setspn -A exchangeMDB/Exchange1.example.com Exchange1 <!--
NeedCopy-->

• Issue: When attempting to connect to Outlook, the Trying to connectmessage is displayed and
then the connection is terminated.

Cause: The client‑side Citrix SD‑WAN WANOP appliance has blacklist entries that do not exist
on the server‑side appliance.

Resolution: Remove theblacklist entries frombothappliances, or (recommended)upgrade the
software of the appliances to release 6.2.5 or later.
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• Issue: The appliance fails to join the domain even after passing the pre domain checks.

Cause: This is a known issue.

Resolution: Do the following:

1. Access the appliance by using an SSH utility.

2. Log on to the appliance by using the root credentials.

3. Run the following command:

/opt/likewise/bin/domainjoin-cli join \<Domain\\_Name\>
administrator

• Issue: The LdapError errormessage appearswhen youaddadelegate user to theCitrix SD‑WAN
WANOP appliance.

Resolution: Do one of the following:

– On the Citrix SD‑WANWANOP appliance’s DNS server, verify that a reverse lookup zone is
configured for every domain‑controller IP address.

– Verify that the system clock of the clientmachine is synchronizedwith the system clock of
the Active Directory server. When using Kerberos, these clocks must be synchronized.

– Update the delegate user on theWindows Domain page by providing the password for the
delegate user once again.

• Issue: TheTimeskewerrormessageappearswhenyouaddadelegateuser to theCitrix SD‑WAN
WANOP appliance.

Resolution: Verify that the appliance is joined to the domain. If not, join the appliance to the
domain. This synchronizes the appliance time with the domain‑server time and resolves the
issue.

• Issue: The Client is temporarily excluded for acceleration. Last Error (Kerberos error.) error
message appears when you add a delegate user to the Citrix SD‑WANWANOP appliance.

Cause: The delegate user is configured for the Use Kerberos only authentication.

Resolution: Verify that, on the domain controller, the delegate user’s authentication setting is
Use any authentication protocol.

• Issue: The Delegate user not ready errormessage appears when you add a delegate user to the
Citrix SD‑WANWANOP appliance.

Resolution: If themessage appears only on the client‑side appliance, ignore it. However, if the
message is displayed on the server‑side appliance, run the delegate user precheck tool, avail‑
able on the Windows Domain page, and then configure the delegate user on the server‑side
appliance.
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• Issue: The Last Error (The Server is not delegated for Kerberos authentication. Please add dele‑
gate user, check list for services and server allowed for delegation.) UR:4 errormessage appears
when you add a delegate user to the Citrix SD‑WANWANOP appliance.

Resolution: Verify that the delegate user is correctly configured on the domain controller and
that you have added appropriate services to the domain controller.

• Issue: The appliance is not able to join the domain.

Resolution: Run the domain precheck tool, available on the Windows Domain page, and re‑
solve the issues, if any. If the domain precheck tool does not report any issues, contact Citrix
Technical Support for further assistance in resolving the issue.

Citrix SD‑WANWANOP plug‑in

March 12, 2021

• Issue: I am facing signaling channel connectivity issues. How can I resolve these issues?

Resolution: To resolve signaling channel connectivity issues, perform the following trou‑
bleshooting steps:

– Verify that youhave correctly configured the signaling IP address. You cando sobypinging
the signaling IP address and verifying the response.

– Verify that the signaling status is enabled on the WANOP appliance.

– Verify that the firewall installed on the network does not remove the WANOP TCP options.

– Verify that a valid WANOP plug‑in license is installed on the WANOP appliance.

– Verify that the Signaling Channel Source Filtering configuration does not block the Client
Source IP address.

– If you have enabled LAN Detection, verify that the Round Trip Time between the WANOP
plug‑in and WANOP appliance is an acceptable value.

• Issue: On a WANOP 4000 appliance, I am not able to disable the WANOP plug‑in.

Cause: This is a known issue.

Resolution: None. You cannot disable the WANOP plug‑in on a WANOP 4000 appliance.

• Issue: When connecting to the WANOP appliance by using the WANOP plug‑in, the following
error message entry is logged on the Alerts tab:

More WANOP Plug‑ins than the current limit of <Number> have attempted to connect to this
Appliance.
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Cause: The number of connections to the WANOP appliance has exceeded the licensed user
limit.

Resolution: Either wait for a user to disconnect or terminate a connection.

• Issue: Incorrect signaling IP address is configured on a WANOP 4000 or 5000 appliance.

Resolution: To update the signaling IP address on a WANOP 4000 or 5000 appliance, complete
the following procedure:

1. Log on to the Citrix instance of the WANOP appliance.

2. Navigate to theTrafficManagement>LoadBalancing>VirtualServers>BR_LB_VIP_SIG
page.

3. Update the signaling IP address.

4. Save the configuration.

• Issue: CIFS and ICA traffic is not getting accelerated.

Resolution: To resolve this issue, perform the following troubleshooting steps:

– Verify that acceleration rules for IP address and port numbers are correctly defined for the
WANOP plug‑in.

– Verify that CIFS or ICA connections are established after signaling connection is successful.

– Verify the acceleration policy for the service class being used.

RPC over HTTPS

March 12, 2021

• Issue: After upgrading the software of the appliance to release 7.3, the monitoring reports do
not have a special category for RPC over HTTPS connections.

Cause: When you upgrade the appliance to release 7.3, the RPCover HTTPS applications do not
belong to their own service class. As a result, all RPC over HTTPS connections are listed as TCP
Other connections in the reports.

Resolution: To categorize these connections as RPC over HTTPS connections, create a service
class for them applications.

• Issue: After creating a service class for RPC over HTTPS, all HTTP and HTTPS traffic is catego‑
rized as RPC over HTTP.
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Cause: You have not added the destination IP address to the service class you have created for
RPC over HTTPS applications.

Resolution: Modify the service class you have created for RPC over HTTPS applications, by
adding the destination IP addresses of your servers.

Video caching

March 12, 2021

• Issue: After adding an entry to the list of prepopulation tasks, the entry is still in the Configured
state.

Cause: A prepopulation task takes approximately oneminute move to the Downloading state.

Resolution: Check the status of the entry after a minute or refresh the page to verify that the
status changes to Downloading.

• Issue: After adding an entry to the list of prepopulation tasks, the status of the entry displays
ERROR 403. However, the website works fine in a Web browser.

Cause: The IP address of the Citrix SD‑WAN WANOP apA does not have access to the video
server.

Resolution: To resolve this issue, verify and update the following:

– Access rules across the firewalls

– Source IP address based limitations in the httpd.conf file of the video server

Cause: The video server does not support the HEADmethod.

Resolution: The video server must permit Citrix SD‑WANWANOP IP address for this method.

Cause: Directory listing for folders is not enabled on the video server.

Resolution: The video server must enable directory listing for the folders.

• Issue: After creating entries for prepopulation tasks, you cannot modify or delete entries.

Cause: Youmight have clicked Start Now for the entry.

Resolution: This is by design. You cannotmodify or delete an entry after you have clickedStart
Now for the entry and the entry is in the queued, starting, or downloading state. You can delete
the entry only after the download is complete.

• Issue: After creating entries for propopulation tasks, video is not getting downloaded and
cached. The status of the entry displays Failed to Download.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 335



Cause: The prepopulation entry does not have absolute URL for the video.

Resolution: To resolve this issue, complete the following procedure:

1. Verify that the prepopulation entry has the actual URL of the video, such as http://
10.102.29.16/Citrix SD-WAN WANOP\\_demo.mp4, and not an HTML file. The
Citrix SD‑WAN WANOP appliance cannot search the content of the HTML file to find the
video link.

2. Verify that the HTTP protocol is used to serve the video. You can verify this by using the
View Source option of the web browser.

3. You can get the absolute URL of the video by using the Developer Tools option of the web
browser.

Citrix Virtual Apps and Desktops acceleration

March 12, 2021

• Issue: After upgrading an appliance to release 7.3.1, the ICA connections are not categorized as
Citrix Receiver for HTML5 connections in the ICA Monitoring pages.

Cause: Service class defined on the appliance isHTTP (Private) instead ofWeb (Private). When
you upgrade an appliance to release 7.3.1, the ALTHTTP application is not added to this service
class. As a result, even though ICA connections over Citrix Receiver for HTML5 are optimized,
these are not categorized as Citrix Receiver for HTML5 connections in the ICA Monitoring pages.

Resolution : To categorize ICA connections over Citrix Receiver for HTML5, complete the follow‑
ing procedure:

1. Navigate to the Configuration >Optimization Rules > Service Classes page.

2. Edit theHTTP (Private) service class.

3. Click Add Rule.

4. In Filter Rules, under Applications, click Any.

5. From the Applications list, select ALTHTTP.

6. Click Add.

7. Click Save.

8. Make other changes to the filter rule, as required.

9. Click Save.



Citrix SD‑WANWANOP 11.1

© 2024 Cloud Software Group, Inc. All rights reserved. Cloud Software Group, the Cloud Software Group logo, and other

marks appearing herein are property of Cloud Software Group, Inc. and/or one or more of its subsidiaries, andmay be

registered with the U.S. Patent and Trademark Office and in other countries. All other marks are the property of their

respective owner(s).

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 337


	About Citrix SD-WAN WANOP
	Get started with Citrix SD-WAN WANOP
	Select an appliance based on capacity
	Select the deployment mode based on datacenter topology
	Sites with one WAN router
	Sites with multiple WAN routers
	Appliance failure handled in various deployment modes
	Supported mode and feature matrix
	Configure Citrix SD-WAN WANOP plug-in with Access Gateway VPNs
	Deploy SD-WAN WANOP VPX on Microsoft Azure
	SD-WAN WANOP upgrading procedure
	Initial Configuration
	Prerequisites
	Deployment Worksheet
	Configuring the Appliance
	Assigning a Management IP Address through the Ethernet Port
	Assigning a Management IP Address through the Serial Port
	Provisioning the Appliance
	Deployment Modes
	Customizing the Ethernet ports
	Port Parameters
	Accelerated Bridges (apA and apB)
	Motherboard Ports
	VLAN Support
	Customizing the Ethernet ports
	Ethernet Bypass and Link-Down Propagation
	Accelerating an Entire Site
	Partial-Site Acceleration
	WCCP Mode
	WCCP Mode (Non-Clustered)
	WCCP Clustering
	Virtual Inline Mode
	Configuring Packet Forwarding on the Appliance
	Router Configuration
	Virtual Inline for Multiple-WAN Environments
	Virtual Inline Mode and High-Availability
	Monitoring and Troubleshooting
	Group Mode
	When to Use Group Mode
	How Group Mode Works
	Enabling Group Mode
	Forwarding Rules
	Monitoring and Troubleshooting Group Mode
	Customizing the Ethernet ports
	How High-Availability Mode Works
	Cabling Requirements
	Other Requirements
	Management Access to the High-Availability Pair
	Configuring the High-Availability Pair
	Updating Software on a High-Availability Pair
	Saving/Restoring Parameters of an high availability Pair
	Troubleshooting High Availability Pairs
	Two box mode
	FAQs
	Acceleration
	CIFS and MAPI
	Compression
	RPC over HTTPS
	SCPS
	Secure peering
	SSL Acceleration
	Citrix SD-WAN WANOP plug-in
	Traffic shaping
	Upgrade (OS) Process
	Video caching
	Office 365 Acceleration
	Compression
	HTTP acceleration
	How HTML5 works
	Internet Protocol version 6 (IPv6) acceleration
	Link definitions
	Manage link definitions in traffic shaping
	Configure link definitions
	Manage and monitor using Citrix Application Delivery Management
	Citrix Cloud Connector
	Configure cloud connector tunnel
	Configure cloud connector tunnel between two datacenters
	Configure cloud connector tunnel between a datacenter and AWS/Azure
	Office 365 acceleration
	SCPS support
	Secure traffic acceleration
	Secure peering
	CIFS, SMB2, and MAPI
	Configure Citrix SD-WAN WANOP appliance to optimize secure Windows traffic
	Configure CIFS and SMB2/SMB3 acceleration
	Configure MAPI acceleration
	SSL compression
	How SSL compression works
	Configure SSL compression
	SSL Compression with Citrix SD-WAN WANOP plug-in
	RPC over HTTP
	TCP Flow-Control acceleration
	Lossless and transparent flow control
	Speed optimization
	Auto-discovery and auto-configuration
	TCP flow control modes
	Firewall considerations
	Traffic classification
	Application classifier
	Service classes
	Traffic shaping
	Weighted fair queuing
	Traffic shaping policies
	Video caching
	Video caching scenarios
	Configure video caching
	Video prepopulation
	Verify video caching
	Manage video caching sources
	WAN insight
	Asymmetric routing
	Citrix SD-WAN WANOP client plug-in
	Hardware and software requirements
	How WANOP plug-in works
	Deploy appliances for use with plug-ins
	Customize plug-in’s MSI file
	Deploy plug-ins on Windows
	Citrix SD-WAN WANOP plug-in GUI
	Update Citrix SD-WAN WANOP plug-in
	Citrix Virtual Apps and Desktops acceleration
	Configure Virtual Apps acceleration
	Optimize Citrix Receiver for HTML5
	Deployment modes
	Adaptive transport interoperability
	Citrix Hypervisor 6.5 upgrade
	Maintenance
	Diagnostics
	Troubleshooting
	CIFS and MAPI
	Citrix SD-WAN WANOP plug-in
	RPC over HTTPS
	Video caching
	Citrix Virtual Apps and Desktops acceleration

