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Support matrix and usage guidelines

November 13, 2024

This document lists the different hypervisors and features supported on a Citrix ADC VPX instance. It
also describes their usage guidelines and limitations.

Table 1. VPX instance on Citrix Hypervisor

Citrix Hypervisor version SysID VPXmodels

7.1 450000 VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000, VPX 5000, VPX
8000, VPX 10G, VPX 15G, VPX
25G, VPX 40G

Table 2. VPX instance on VMware ESXi server

The following VPXmodelswith 450010 (Sys ID) supports the VMware ESX versions listed in the table.

VPXmodels: VPX 10, VPX 25, VPX 200, VPX 1000, VPX 3000, VPX 5000, VPX 8000, VPX 10G, VPX 15G, VPX
25G, VPX 40G, and VPX 100G.

ESXi version
ESXi release date in
(YYYY/MM/DD) format ESXi build number Citrix ADC VPX version

ESXi 7.0 update 3m 2023/05/03 21686933 12.1‑65.x and higher
builds

ESXi 7.0 update 3f 2022/07/12 20036589 12.1‑65.x and higher
builds

ESXi 7.0 update 3d 2022/03/29 19482537 12.1‑65.x and higher
builds

ESXi 7.0 update 2d 2021/09/14 18538813 12.1‑63.x and higher
builds

ESXi 7.0 update 2a 2021/04/29 17867351 12.1‑62.x and higher
builds

ESXi 6.7 P04 2020/11/19 17167734 12.1‑55.x and higher
builds

ESXi 6.7 P03 2020/08/20 16713306 12.1‑55.x and higher
builds

ESXi 6.5 GA 2016/11/15 4564106 12.1‑55.x and higher
builds
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ESXi version
ESXi release date in
(YYYY/MM/DD) format ESXi build number Citrix ADC VPX version

ESXi 6.5 U1g 2018/3/20 7967591 12.1‑55.x and higher
builds

Note:

Each ESXi patch support is validated on the Citrix ADC VPX version specified in the preceding
table and is applicable for all the higher builds of Citrix VPX 12.1 version.

Table 3. VPX on Microsoft Hyper‑V

Hyper‑V version SysID VPXmodels

2012, 2012R2 450020 VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000

VPX instance on Nutanix AHV

NetScaler VPX is supported on Nutanix AHV through the Citrix Ready partnership. Citrix Ready is a
technology partner program that helps software and hardware vendors develop and integrate their
products with NetScaler technology for digital workspace, networking, and analytics.

For more information on a step‑by‑step method to deploy a NetScaler VPX instance on Nutanix AHV,
see Deploying a NetScaler VPX on Nutanix AHV.

Third‑party support:

If you experience any issues with a particular third‑party (Nutanix AHV) integration on a NetScaler
environment, open a support incident directly with the third‑party partner (Nutanix).

If the partner determines that the issue appears to be with NetScaler, the partner can approach
NetScaler support for further assistance. A dedicated technical resource from partners works with
the NetScaler support until the issue is resolved.

For more information, see Citrix Ready Partner Program FAQs.

Table 4. VPX instance on generic KVM
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Generic KVM version SysID VPXmodels

RHEL 7.4, RHEL 7.5 (from Citrix
ADC version 12.1 50.x onwards)
Ubuntu 16.04

450070 VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000, VPX 5000, VPX
8000, VPX 10G, VPX 15G. VPX
25G, VPX 40G, VPX 100G

Note:

The VPX instance is qualified for hypervisor release versions mentioned in table 1–4, and not for
patch releases within a version. However, the VPX instance is expected to work seamlessly with
patch releases of a supported version. If it does not, log a support case for troubleshooting and
debugging.

Table 5. VPX instance on AWS

AWS version SysID VPXmodels

N/A 450040 VPX 10, VPX 200, VPX 1000, VPX
3000, VPX 5000, VPX 15G, VPX
BYOL

Table 6. VPX instance on Azure

Azure version SysID VPXmodels

N/A 450020 VPX 10, VPX 200, VPX 1000, VPX
3000, VPX BYOL

Table 7. VPX feature matrix
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• Clustering support is available on SRIOV for client‑ and server‑facing interfaces and not for the
backplane.

• Interface DOWN events are not recorded in Citrix ADC VPX instances.

• For Static LA, traffic might still be sent on the interface whose physical status is DOWN.

• For LACP, peer device knows interface DOWN event based on LACP timeout mechanism.

– Short timeout: 3 seconds
– Long timeout: 90 seconds

• For LACP, interfaces should not be shared across VMs.

• For Dynamic routing, convergence time depends on the Routing Protocol since link events are
not detected.

• Monitored static Route functionality fails if monitors are not bound to static routes since Route
state depends on the VLAN status. The VLAN status depends on the link status.

• Partial failure detection does not happen in high availability if there’s link failure. High
availability‑split brain condition might happen if there is link failure.

• Whenany link event (disable/enable, reset) is generated fromaVPX instance, thephysical status
of the link does not change. For static LA, any traffic initiated by the peer gets dropped on the
instance.

• For the VLAN tagging feature to work, do the following:

On the VMware ESX, set the port group’s VLAN ID to 1–4095 on the vSwitch of the VMware ESX
server. For more information about setting a VLAN ID on the vSwitch of VMware ESX server, see
VMware ESX Server 3 802.1Q VLAN Solutions.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 7
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Table 8. Supported browsers

Operating system Browser and versions

Windows 7 Internet Explorer‑ 8, 9, 10, and 11; Mozilla Firefox
3.6.25 and above; Google Chrome‑ 15 and above

Windows 64 bit Internet Explorer ‑ 8, 9; Google Chrome ‑ 15 and
above

MAC Mozilla Firefox ‑ 12 and above; Safari ‑ 5.1.3;
Google Chrome ‑ 15 and above

Usage guidelines

Follow these usage guidelines:

• See theVMwareESXiCPUConsiderations section in thedocumentPerformanceBestPractices
for VMware vSphere 6.5. Here’s an extract:

It is not recommended that virtualmachineswith high CPU/Memory demand sit on aHost/Clus‑
ter that is overcommitted.
In most environments ESXi allows significant levels of CPU overcommitment (that is, running
more
vCPUs on a host than the total number of physical processor cores in that host) without impact‑
ing virtual
machine performance.
If an ESXi host becomes CPU saturated (that is, the virtualmachines and other loads on the host
demand
all the CPU resources the host has), latency‑sensitive workloadsmight not performwell. In this
case you
might want to reduce the CPU load, for example by powering off some virtual machines or mi‑
grating them to a different host (or allowing DRS to migrate them automatically).

• Citrix recommends the latest hardware compatibility version to avail latest feature sets of the
ESXi hypervisor for the virtual machine. For more information about the hardware and ESXi
version compatibility, see VMware documentation.

• The Citrix ADC VPX is a latency‑sensitive, high‑performance virtual appliance. To deliver its ex‑
pected performance, the appliance requires vCPU reservation, memory reservation, vCPU pin‑
ning on the host. Also, hyper threadingmust be disabled on the host. If the host does not meet
these requirements, issues such as high‑availability failover, CPU spike within the VPX instance,
sluggishness in accessing the VPXCLI, pitboss daemoncrash, packet drops, and low throughput
occur.
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• A hypervisor is considered over‑provisioned if one of the following two conditions is met:

– The total number of virtual cores (vCPU) provisioned on the host is greater than the total
number of physical cores (pCPUs).

– The total number of provisioned VMs consume more vCPUs than the total number of pC‑
PUs.

At times, if an instance is over‑provisioned, the hypervisor might not be able to guarantee
the resources reserved (such as CPU,memory, and others) for the instance due to hypervi‑
sor scheduling over‑heads or bugs or limitations with the hypervisor. This can cause lack
of CPU resource for Citrix ADC andmight lead to issues mentioned in the first point under
Usage guidelines. As administrators, you’re recommended to reduce the tenancy on the
host so that the total number of vCPUs provisioned on the host is lesser or equal to the
total number of pCPUs.

Example
For ESX hypervisor, if the%RDY% parameter of a VPX vCPU is greater than 0 in theesxtop
commandoutput, theESXhost is said tobehaving schedulingoverheads,which cancause
latency related issues for the VPX instance.

In sucha situation, reduce the tenancyon thehost so that%RDY% returns to0always. Alter‑
natively, contact the hypervisor vendor to triage the reason for not honoring the resource
reservation done.

• Hot adding is supported only for PV and SRIOV interfaces on Citrix ADC.

• Hot removing either through theAWSWebconsole or AWSCLI is not supported for PV andSRIOV
interfaces on Citrix ADC. The behavior of the instances can be unpredictable if hot‑removal is
attempted.

• You can use two commands (set ns vpxparam and show ns vpxparam) to control
packet engine(non‑management) CPU usage behavior of VPX instances in hypervised and
cloud environments:

– set ns vpxparam -cpuyield (YES | NO | DEFAULT)
Allow each VM to use CPU resources that have been allocated to another VM but are not
being used.

Set ns vpxparam parameters:

‑cpuyield: Release or do not release of allocated but unused CPU resources.

* YES: Allow allocated but unused CPU resources to be used by another VM.

* NO: Reserve all CPU resources for the VM to which they have been allocated. This
option shows higher percentage in hypervisor and cloud environments for VPX CPU
usage.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 9
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* DEFAULT: No.

Note:

Onall the Citrix ADC VPXplatforms, the vCPUusage on the host system is 100 percent.
Type the set ns vpxparam –cpuyield YES command to override this usage.

If you want to set the cluster nodes to “yield”, you must perform the following additional
configurations on CCO:

* If a cluster is formed, all the nodes come up with “yield=DEFAULT”.

* If a cluster is formed using the nodes that are already set to “yield=YES”, then the
nodes are added to cluster using “DEFAULT”yield.

Note:

If you want to set the cluster nodes to “yield=YES”, you can perform suitable configu‑
rations only after forming the cluster but not before the cluster is formed.

– show ns vpxparam
Display the current vpxparam settings.

Optimize Citrix ADC VPX performance on VMware ESX, Linux KVM, and
Citrix Hypervisors

November 13, 2024

The Citrix ADC VPX performance greatly varies depending on the hypervisor, allocated system
resources, and the host configurations. To achieve the desired performance, first follow the recom‑
mendations in the VPX data sheet, and then further optimize it using the best practices provided in
this document.

Citrix ADC VPX instance on VMware ESX hypervisors

This section contains details of configurable options and settings, andother suggestions that help you
achieve optimal performance of Citrix ADC VPX instance on VMware ESX hypervisors.

• Recommended configuration on ESX hosts
• Citrix ADC VPX with E1000 network interfaces
• Citrix ADC VPX with VMXNET3 network interfaces
• Citrix ADC VPX with SR‑IOV and PCI passthrough network interfaces

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 10
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Recommended configuration on ESX hosts

To achieve high performance for VPX with E1000, VMXNET3, SR‑IOV, and PCI passthrough network
interfaces, follow these recommendations:

• The total numberof virtual CPUs (vCPUs) provisionedon theESXhostmust be less thanor equal
to the total number of physical CPUs (pCPUs) on the ESX host.

• Non‑uniform Memory Access (NUMA) affinity and CPU affinity must be set for the ESX host to
achieve good results.

–To find the NUMA affinity of a Vmnic, log in to the host locally or remotely, and type:

1 #vsish -e get /net/pNics/vmnic7/properties | grep NUMA
2 Device NUMA Node: 0

– To set NUMA and vCPU affinity for a VM, see VMware documentation.

Citrix ADC VPXwith E1000 network interfaces

Perform the following settings on the VMware ESX host:

• On the VMware ESX host, create two vNICs from one pNIC vSwitch. Multiple vNICs create multi‑
ple Rx threads in the ESX host. This increases the Rx throughput of the pNIC interface.

• Enable VLANs on the vSwitch port group level for each vNIC that you have created.

• To increase vNIC transmit (Tx) throughput, use a separate Tx thread in the ESX host per vNIC.
Use the following ESX command:

– For ESX version 5.5:

1 esxcli system settings advanced set – o /Net/NetTxWorldlet –
i

– For ESX version 6.0 onwards:

1 esxcli system settings advanced set -o /Net/NetVMTxType – i 1

• To further increase the vNIC Tx throughput, use a separate Tx completion thread and Rx threads
per device (NIC) queue. Use the following ESX command:

1 esxcli system settings advanced set -o /Net/
NetNetqRxQueueFeatPairEnable -i 0

Note:

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 11
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Make sure that you reboot the VMware ESX host to apply the updated settings.

Two vNICs per pNIC deployment

The following is a sample topology and configuration commands for the Two vNICs per pNICmodel
of deployment that delivers better network performance.

Citrix ADC VPX sample configuration:

To achieve the deployment shown in the preceding sample topology, perform the following configu‑
ration on the Citrix ADC VPX instance:

• On the client side, bind the SNIP (1.1.1.2) to network interface 1/1 and enable the VLAN tag
mode.

1 bind vlan 2 -ifnum 1/1 – tagged
2 bind vlan 2 -IPAddress 1.1.1.2 255.255.255.0

• On the server side, bind the SNIP (2.2.2.2) to network interface 1/1 and enable the VLAN tag
mode.

1 bind vlan 3 -ifnum 1/2 – tagged
2 bind vlan 3 -IPAddress 2.2.2.2 255.255.255.0

• Add an HTTP virtual server (1.1.1.100) and bind it to a service (2.2.2.100).

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 12
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1 add lb vserver v1 HTTP 1.1.1.100 80 -persistenceType NONE -
Listenpolicy None -cltTimeout 180

2 add service s1 2.2.2.100 HTTP 80 -gslb NONE -maxClient 0 -maxReq
0 -cip DISABLED -usip NO -useproxyport YES -sp ON -cltTimeout
180 -svrTimeout 360 -CKA NO -TCPB NO -CMP NO

3 bind lb vserver v1 s1

Note:

Make sure that you include the following two entries in the route table:

• 1.1.1.0/24 subnet with gateway pointing to SNIP 1.1.1.2
• 2.2.2.0/24 subnet with gateway pointing to SNIP 2.2.2.2

Citrix ADC VPXwith VMXNET3 network interfaces

To achieve high performance for VPX with VMXNET3 network interfaces, do the following settings on
the VMware ESX host:

• Create two vNICs from one pNIC vSwitch. Multiple vNICs create multiple Rx threads in the ESX
host. This increases the Rx throughput of the pNIC interface.

• Enable VLANs on the vSwitch port group level for each vNIC that you have created.

• To increase vNIC transmit (Tx) throughput, use a separate Tx thread in the ESX host per vNIC.
Use the following ESX commands:

– For ESX version 5.5:

1 esxcli system settings advanced set – o /Net/NetTxWorldlet – i

– For ESX version 6.0 onwards:

1 esxcli system settings advanced set -o /Net/NetVMTxType – i 1

On the VMware ESX host, perform the following configuration:

• On the VMware ESX host, create two vNICs from 1 pNIC vSwitch. Multiple vNICs create multiple
Tx and Rx threads in the ESX host. This increases the Tx and Rx throughput of the pNIC interface.

• Enable VLANs on the vSwitch port group level for each vNIC that you have created.

• To increase Tx throughput of a vNIC, use a separate Tx completion thread and Rx threads per
device (NIC) queue. Use the following command:

1 esxcli system settings advanced set -o /Net/
NetNetqRxQueueFeatPairEnable -i 0

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 13
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• Configure a VM to use one transmit thread per vNIC, by adding the following setting to the VM’
s configuration:

1 ethernetX.ctxPerDev = "1"

For more information, see Best Practices for Performance Tuning of Telco and NFV Workloads
in vSphere

Note:

Make sure that you reboot the VMware ESX host to apply the updated settings.

You can configure VMXNET3 as a Two vNICs per pNIC deployment. For more information, see Two
vNICs per pNIC deployment.

Citrix ADC VPXwith SR‑IOV and PCI passthrough network interfaces

To achieve high performance for VPXwith SR‑IOV andPCI passthrough network interfaces, see Recom‑
mended configuration on ESX hosts.

Citrix ADC VPX instance on Linux‑KVM platform

This section contains details of configurable options and settings, andother suggestions that help you
achieve optimal performance of Citrix ADC VPX instance on Linux‑KVM platform.

• Performance settings for KVM
• Citrix ADC VPX with PV network interfaces
• Citrix ADC VPX with SR‑IOV and Fortville PCIe passthrough network interfaces

Performance settings for KVM

Perform the following settings on the KVM host:

Find the NUMA domain of the NIC using the lstopo command:

Make sure that memory for the VPX and the CPU is pinned to the same location.
In the following output, the 10G NIC “ens2”is tied to NUMA domain #1.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 14
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Allocate the VPXmemory from the NUMA domain.

The numactl command indicates the NUMA domain from which the memory is allocated. In the
following output, around 10 GB RAM is allocated from NUMA node #0.

To change the NUMA nodemapping, follow these steps.

1. Edit the .xml of the VPX on the host.

1 /etc/libvirt/qemu/<VPX_name>.xml

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 15
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2. Add the following tag:

1 <numatune>
2 <memory mode="strict" nodeset="1"/> � This is the NUMA domain

name
3 </numatune>

3. Shut down the VPX.

4. Run the following command:

1 virsh define /etc/libvirt/qemu/<VPX_name>.xml

This command updates the configuration information for the VM with the NUMA node map‑
pings.

5. Power on the VPX. Then check thenumactl –hardware command output on the host to see
the updatedmemory allocations for the VPX.

Pin vCPUs of VPX to physical cores.

• To view the vCPU to pCPUmappings of a VPX, type the following command

1 virsh vcpupin <VPX name>

The vCPUs 0–4 are mapped to physical cores 8–11.

• To view the current pCPU usage, type the following command:

1 mpstat -P ALL 5

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 16
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In this output, 8 is management CPU, and 9–11 are packet engines.

• To change the vCPU to pCPU pinning, there are two options.

– Change it at runtime after the VPX boots up using the following command:

1 virsh vcpupin <VPX name> <vCPU id> <pCPU number>
2 virsh vcpupin NetScaler-VPX-XML 0 8
3 virsh vcpupin NetScaler-VPX-XML 1 9
4 virsh vcpupin NetScaler-VPX-XML 2 10
5 virsh vcpupin NetScaler-VPX-XML 3 11

– Tomake static changes to the VPX, edit the .xml file as before with the following tags:

1. Edit the .xml file of the VPX on the host

1 ```
2 /etc/libvirt/qemu/<VPX_name>.xml
3 ```

2. Add the following tag:

1 ```
2 <vcpu placement='static' cpuset='8-11'>4</vcpu>
3 <cputune>
4 <vcpupin vcpu='0' cpuset='8'/>
5 <vcpupin vcpu='1' cpuset='9'/>
6 <vcpupin vcpu='2' cpuset='10'/>
7 <vcpupin vcpu='3' cpuset='11'/>
8 </cputune>
9 ```

3. Shut down the VPX.

4. Update the configuration information for the VMwith the NUMA nodemappings using the
following command:

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 17
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1 ```
2 virsh define /etc/libvirt/qemu/ <VPX_name>.xml
3 ```

5. Power on the VPX. Then check the virsh vcpupin <VPX name> command output
on the host to see the updated CPU pinning.

Eliminate host interrupt overhead.

• Detect VM_EXITS using the kvm_stat command.

At the hypervisor level, host interrupts are mapped to the same pCPUs on which the vCPUs of
the VPX are pinned. This might cause vCPUs on the VPX to get kicked out periodically.

To find the VM exits done by VMs running the host, use the kvm_stat command.

1 [root@localhost ~]# kvm_stat -1 | grep EXTERNAL
2 kvm_exit(EXTERNAL_INTERRUPT) 1728349 27738
3 [root@localhost ~]#

A higher value in the order of 1+M indicates an issue.

If a single VM is present, the expected value is 30–100 K. Anything more than that can indicate
that there are one or more host interrupt vectors mapped to the same pCPU.

• Detect host interrupts andmigrate host interrupts.

When you run the concatenate command for the “/proc/interrupts”file, it displays all the
host interrupt mappings. If one or more active IRQs map to the same pCPU, its corresponding
counter increments.

Move any interrupts that overlap with your Citrix ADC VPX’s pCPUs to unused pCPUs:

1 echo 0000000f > /proc/irq/55/smp_affinity
2 0000000f - - > it is a bitmap, LSBs indicates that IRQ 55 can

only be scheduled on pCPUs 0 – 3

• Disable IRQ balance.

Disable IRQ balance daemon, so that no rescheduling happens on the fly.

1 service irqbalance stop
2 service irqbalance show - To check the status
3 service irqbalance start - Enable if needed

Make sure you run the kvm_stat command to ensure that there are not many counters.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 18
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Citrix ADC VPXwith PV network interfaces

You can configure para‑virtualization (PV), SR‑IOV, and PCIe passthrough network interfaces as a Two
vNICs per pNIC deployment. For more information, see Two vNICs per pNIC deployment.

For optimal performance of PV (virtio) interfaces, follow these steps:

• Identify the NUMA domain to which the PCIe slot/NIC is tied to.
• The Memory and vCPU for the VPXmust be pinned to the same NUMA domain.
• Vhost threadmust be bound to the CPUs in the same NUMA domain.

Bind the virtual host threads to the corresponding CPUs:

1. Once the traffic is started, run the top command on the host.

2. Identify the virtual host process (named as vhost-<pid-of-qemu>) affinity.

3. Bind the vHost processes to the physical cores in the NUMA domain identified earlier using the
following command:

1 taskset – pc <core-id> <process-id>

Example:

1 taskset – pc 12 29838

4. The processor cores corresponding to the NUMA domain can be identified with the following
command:

1 [root@localhost ~]# virsh capabilities | grep cpu
2 <cpu>
3 </cpu>
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4 <cpus num='8'>
5 <cpu id='0' socket_id='0' core_id='0' siblings='0'/>
6 <cpu id='1' socket_id='0' core_id='1' siblings='1'/>
7 <cpu id='2' socket_id='0' core_id='2' siblings='2'/>
8 <cpu id='3' socket_id='0' core_id='3' siblings='3'/>
9 <cpu id='4' socket_id='0' core_id='4' siblings='4'/>

10 <cpu id='5' socket_id='0' core_id='5' siblings='5'/>
11 <cpu id='6' socket_id='0' core_id='6' siblings='6'/>
12 <cpu id='7' socket_id='0' core_id='7' siblings='7'/>
13 </cpus>
14
15 <cpus num='8'>
16 <cpu id='8' socket_id='1' core_id='0' siblings='8'/>
17 <cpu id='9' socket_id='1' core_id='1' siblings='9'/>
18 <cpu id='10' socket_id='1' core_id='2' siblings='10'/>
19 <cpu id='11' socket_id='1' core_id='3' siblings='11'/>
20 <cpu id='12' socket_id='1' core_id='4' siblings='12'/>
21 <cpu id='13' socket_id='1' core_id='5' siblings='13'/>
22 <cpu id='14' socket_id='1' core_id='6' siblings='14'/>
23 <cpu id='15' socket_id='1' core_id='7' siblings='15'/>
24 </cpus>
25
26 <cpuselection/>
27 <cpuselection/>

Bind the QEMU process to the corresponding physical core:

1. Identify the physical cores on which the QEMU process is running. For more information, see
the preceding output.

2. Bind the QEMU process to the same physical cores to which you bind the vCPUs, using the fol‑
lowing command:

1 taskset – pc 8-11 29824

Citrix ADC VPXwith SR‑IOV and Fortville PCIe passthrough network interfaces

For optimal performance of the SR‑IOV and Fortville PCIe passthrough network interfaces, follow
these steps:

• Identify the NUMA domain to which the PCIe slot/NIC is tied to.
• The Memory and vCPU for the VPXmust be pinned to the same NUMA domain.

Sample VPX XML file for vCPU andmemory pinning for Linux KVM:

1 <domain type='kvm'>
2 <name>NetScaler-VPX</name>
3 <uuid>138f7782-1cd3-484b-8b6d-7604f35b14f4</uuid>
4 <memory unit='KiB'>8097152</memory>
5 <currentMemory unit='KiB'>8097152</currentMemory>
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6 <vcpu placement='static'>4</vcpu>
7
8 <cputune>
9 <vcpupin vcpu='0' cpuset='8'/>

10 <vcpupin vcpu='1' cpuset='9'/>
11 <vcpupin vcpu='2' cpuset='10'/>
12 <vcpupin vcpu='3' cpuset='11'/>
13 </cputune>
14
15 <numatune>
16 <memory mode='strict' nodeset='1'/>
17 </numatune>
18
19 </domain>

Citrix ADC VPX instance on Citrix Hypervisors

This section contains details of configurable options and settings, andother suggestions that help you
achieve optimal performance of Citrix ADC VPX instance on Citrix Hypervisors.

• Performance settings for Citrix Hypervisors
• Citrix ADC VPX with SR‑IOV network interfaces
• Citrix ADC VPX with para‑virtualized interfaces

Performance settings for Citrix Hypervisors

Find the NUMA domain of the NIC using the “xl”command:

1 xl info -n

Pin vCPUs of VPX to physical cores.

1 xl vcpu-pin <Netsclaer VM Name> <vCPU id> <physical CPU id>

Check binding of vCPUs.

1 xl vcpu-list

Allocatemore than 8 vCPUs to Citrix ADC VMs.

For configuringmore than8vCPUs, run the followingcommands fromtheCitrixHypervisor console:

1 xe vm-param-set uuid=your_vms_uuid VCPUs-max=16
2 xe vm-param-set uuid=your_vms_uuid VCPUs-at-startup=16
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Citrix ADC VPXwith SR‑IOV network interfaces

For optimal performance of the SR‑IOV network interfaces, follow these steps:

• Identify the NUMA domain to which the PCIe slot or NIC is tied to.
• Pin the Memory and vCPU for the VPX to the same NUMA domain.
• Bind the Domain‑0 vCPU to the remaining CPU.

Citrix ADC VPXwith para‑virtualized interfaces

For optimal performance, two vNICs per pNIC and one vNIC per pNIC configurations are advised, as
in other PV environments.

To achieve optimal performance of para‑virtualized (netfront) interfaces, follow these steps:

• Identify the NUMA domain to which the PCIe slot or NIC is tied to.
• Pin the memory and vCPU for the VPX to the same NUMA domain.
• Bind the Domain‑0 vCPU to the remaining CPU of the same NUMA domain.
• Pin host Rx/Tx threads of vNIC to Domain‑0 vCPUs.

Pin host threads to Domain‑0 vCPUs:

1. Find Xen‑ID of the VPX by using the xl list command on the Citrix Hypervisor host shell.

2. Identify host threads by using the following command:

1 ps -ax | grep vif <Xen-ID>

In the following example, these values indicate:

• vif5.0 ‑ The threads for first interface allocated to VPX in XenCenter (management inter‑
face).

• vif5.1 ‑ The threads for second interface assigned to VPX and so on.

3. Pin the threads to Domain‑0 vCPUs using the following command:
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1 taskset – pc <core-id> <process-id>

Example:

1 taskset -pc 1 29189

Install a Citrix ADC VPX instance on a baremetal server

November 13, 2024

A bare metal is a fully dedicated physical server that delivers physical isolation, fully integrated into
the cloud environment. It is also known as a single‑tenant server. Single tenancy allows you to avoid
the noisy neighbor effect. With baremetal, you do not witness the noisy neighbor effect because you
are the sole user.

A bare metal server installed with a hypervisor provides you a management suite to create virtual
machines on the server. The hypervisor does not run applications natively. Its purpose is to virtualize
your workloads into separate virtual machines to gain the flexibility and reliability of virtualization.

Prerequisites for installing Citrix ADC VPX instance on baremetal servers

A baremetal servermust be obtained from a cloud vendor thatmeets all the system requirements for
the respective hypervisor.

Install the Citrix ADC VPX instance on baremetal servers

To install Citrix ADC VPX instances on a bare metal server, you must first obtain a bare metal server
with adequate system resources froma cloud vendor. On that baremetal server, any of the supported
hypervisors such as Linux KVM, VMware ESX, Citrix Hypervisor, or Microsoft Hyper‑Vmust be installed
and configured before deploying the ADC VPX instance.

For more information on the list of different hypervisors and features supported on a Citrix ADC VPX
instance, see Support matrix and usage guidelines.

For more information on installing Citrix ADC VPX instances on different hypervisors, see the respec‑
tive documentation.

• Citrix Hypervisor: See Install a Citrix ADC VPX instance on Citrix Hypervisor.

• VMware ESX: See Install a Citrix ADC VPX instance on VMware ESX.
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• Microsoft Hyper‑V: See Install a Citrix ADC VPX instance on Microsoft Hyper‑V server.

• Linux KVM platform: See Install a Citrix ADC VPX instance on Linux‑KVM platform.

Install a Citrix ADC VPX instance on XenServer

November 18, 2024

To install VPX instances on Citrix XenServer, you must first install XenServer on a machine with ade‑
quate system resources. To perform the Citrix ADC VPX instance installation, you use Citrix XenCenter,
which must be installed on a remote machine that can connect to the XenServer host through the
network.

For more information about XenServer, see XenServer documentation.

The following figure shows the bare‑metal solution architecture of Citrix ADC VPX instance on
XenServer.

Figure. A Citrix ADC VPX instance on XenServer
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Prerequisites for installing a Citrix ADC VPX instance on XenServer

Before you begin installing a virtual appliance, do the following:

• Install XenServer version 6.0 or later on hardware that meets the minimum requirements.
• Install XenCenter onamanagementworkstation thatmeets theminimumsystem requirements.
• Obtain virtual appliance license files. For more information about virtual appliance licenses,
see the Citrix ADC Licensing Guide.

XenServer hardware requirements

The following table describes theminimumhardware requirements for a XenServer platform running
a Citrix ADC VPX instance.

Table 1. Minimum system requirements for XenServer running a nCore VPX instance

Component Requirement

CPU 2 or more 64‑bit x86 CPUs with virtualization
assist (Intel‑VT) enabled. AMD processor is not
supported. To run Citrix ADC VPX instance,
hardware support for virtualization must be
enabled on the XenServer host. Make sure that
the BIOS option for virtualization support is not
disabled. For more details, see BIOS
documentation.

RAM 3 GB

Disk space Locally attached storage (PATA, SATA, SCSI) with
40 GB of disk space. Note: XenServer installation
creates a 4 GB partition for the XenServer host
control domain; the remaining space is available
for Citrix ADC VPX instance and other virtual
machines.

NIC One 1‑Gbps NIC; recommended: two 1‑Gbps
NICs

For information about installing XenServer, see the XenServer documentation at http://support.citrix
.com/product/xens/.

The following table lists the virtual computing resources that XenServer must provide for each nCore
VPX virtual appliance.
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Table 2. Minimum virtual computing resources required for running a ncore VPX instance

Component Requirement

Memory 2 GB

Virtual CPU (VCPU) 2

Virtual network interfaces 2

Note:

For production use of
Citrix ADC VPX instance, Citrix recommends that CPU priority (in virtual machine properties) be
set to the highest level, in order to improve scheduling behavior and network latency.

XenCenter system requirements

XenCenter is a Windows client application. It cannot run on the samemachine as the XenServer host.
For more information about minimum system requirements and installing XenCenter, see the follow‑
ing XenServer documents:

• System requirements
• Install

Install Citrix ADC VPX instances on XenServer by using XenCenter

After you have installed and configured XenServer and XenCenter, you can use XenCenter to install
virtual appliances on XenServer. The number of virtual appliances that you can install depends on
the amount of memory available on the hardware that is running XenServer.

To install Citrix ADC VPX instances on XenServer by using XenCenter, follow these steps:

1. Start XenCenter on your workstation.

2. On the Server menu, click Add.

3. In the Add New Server dialog box, in the Hostname text box, type the IP address or DNS name
of the XenServer that you want to connect to.

4. In the User Name and Password text boxes, type the administrator credentials, and then click
Connect. The XenServer name appears in the navigation pane with a green circle, which indi‑
cates that the XenServer is connected.
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5. In the navigation pane, click the name of the XenServer on which you want to install Citrix ADC
VPX instance.

6. On the VMmenu, click Import.

7. In the Import dialog box, in Import file name, browse to the location at which you saved the
Citrix ADC VPX instance .xva image file. Make sure that the Exported VM option is selected, and
then click Next.

8. Select the XenServer on which you want to install the virtual appliance, and then click Next.

9. Select the local storage repository in which to store the virtual appliance, and then click Import
to begin the import process.

10. You can add, modify, or delete virtual network interfaces as required. When finished, click Next.

11. Click Finish to complete the import process.

Note:

To view the status of the import process, click the Log tab.

12. If you want to install another virtual appliance, repeat steps 5 through 11.

Note:

After the initial configuration of the VPX instance, if you want to upgrade the appliance to the
latest software release, see Upgrading or Downgrading the System Software.

Configure VPX instances to use single root I/O virtualization (SR‑IOV)
network interfaces

November 13, 2024

After you have installed and configured a Citrix ADC VPX instance on Citrix Hypervisor, you can config‑
ure the virtual appliance to use SR‑IOV network interfaces.

Limitations

Citrix Hypervisor does not support the following features on SRIOV interfaces:

• L2 mode switching
• Clustering
• Admin partitioning [Shared VLANmode]
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• High Availability [Active ‑ Active mode]
• Jumbo frames
• IPv6 protocol in Cluster environment

Prerequisites

On the Citrix Hypervisor host, ensure that you:

• Add the Intel 82599 Network Interface Card (NIC) to the host.
• Blacklist the ixgbevfdriverbyadding the followingentry to the /etc/modprobe.d/blacklist.conf
file:
blacklist ixgbevf

• Enable SR‑IOV Virtual Functions (VFs) by adding the following entry to the /etc/mod‑
probe.d/ixgbe file:
options ixgbemax_vfs=<number_of_VFs>
where <number_VFs> is the number of SR‑IOV VFs that you want to create.

• Verify that SR‑IOV is enabled in BIOS.

Note:

IXGBE driver version 3.22.3 is recommended.

Assign SR‑IOV VFs to the VPX instance by using the Citrix Hypervisor host

To assign SR‑IOV network interfaces to Citrix ADC VPX instance, follow these steps:

1. On the Citrix Hypervisor host, use the following command to assign the SR‑IOV VFs to the Citrix ADC
VPX instance:

xehost‑call‑pluginplugin=iovirthost‑uuid=<XenhostUUID> fn=assign_free_vfargs:uuid=<Netscalar
VM UUID> args:ethdev=<interface name> args:mac=<mac addr>

Where:

• <Xen host UUID> is the UUID of the Citrix Hypervisor host.

• <Netscalar VM UUID> is the UUID of the Citrix ADC VPX instance.

• <interface name> is the interface for the SR‑IOV VFs.

• <mac addr > is the mac address of the SR‑IOV VF.

Note:

Specify themac address that youwant use in the args:mac= parameter, if not specified, the iovirt
script randomly generates andassigns amac address. Also, if youwant use the SR‑IOVVFs in Link
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Aggregation mode, make sure that you specify the mac address as 00:00:00:00:00:00.

2. Boot the Citrix ADC VPX instance.

Unassign SR‑IOV VFs to the VPX instance by using the Citrix Hypervisor host

If you have assigned an incorrect SR‑IOV VFs or if youwantmodify the a assigned SR‑IOV VFs, you need
to unassign and reassign the SR‑IOV VFs to the Citrix ADC VPX instance.

To unassign SR‑IOV network interface assigned to a Citrix ADC VPX instance, follow these steps:

1. On the Citrix Hypervisor host, use the following command to assign the SR‑IOV VFs to the Citrix ADC
VPX instance and reboot the Citrix ADC VPX instance:

xehost‑call‑pluginplugin=iovirthost‑uuid=<Xen_host_UUID> fn=unassign_allargs:uuid=<Netscalar_VM_UUID>

Where:

• <Xen_host_UUID> ‑ The UUID of the Citrix Hypervisor host.

• <Netscalar_VM_UUID> ‑ The UUID of the Citrix ADC VPX instance

2. Boot the Citrix ADC VPX instance.

Configure link aggregation on the SR‑IOV interface

To use the SR‑IOV virtual functions in link aggregation mode, you need to disable spoof checking for
virtual functions that you have created. On the Citrix Hypervisor host, use the following command to
disable spoof checking:

ip link set <interface_name> vf <VF_id> spoofchk off

Where:

• <interface_name> is the interface name.
• <VF_id> is the virtual function ID.

After disabling spoof checking for all the virtual functions that you have created, restart the Citrix ADC
VPX instance and configure link aggregation. For instructions, see Configure link aggregation.

Important:

While you are assigning the SR‑IOV VFs to the Citrix ADC VPX instance,make sure that you specify
MAC address 00:00:00:00:00:00 for the VFs.
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Configure VLAN on the SR‑IOV interface

You can configure VLAN on the SR‑IOV Virtual Functions, for instructions, see Configuring a VLAN.

Important:

Make sure that the Citrix Hypervisor host does not contain VLAN settings for the VF interface.

Install a Citrix ADC VPX instance on VMware ESX

November 18, 2024

Before installing Citrix ADC VPX instances on VMware ESX, make sure that VMware ESX Server is in‑
stalled on amachine with adequate system resources. To install a Citrix ADC VPX instance on VMware
ESXi, you use the VMware vSphere client. The client or tool must be installed on a remote machine
that can connect to VMware ESX through the network.

This section includes the following topics:

• Prerequisites
• Installing a Citrix ADC VPX instance on VMware ESX

Important:

You cannot install standard VMware Tools or upgrade the VMware Tools version available on a
Citrix ADC VPX instance. VMware Tools for a Citrix ADC VPX instance are delivered as part of the
Citrix ADC software release.

Prerequisites

Before you begin installing a virtual appliance, do the following:

• Install VMware ESX on hardware that meets the minimum requirements.
• Install VMware Client on a management workstation that meets the minimum system require‑
ments.

• Download the Citrix ADC VPX appliance setup files.
• Label the physical network ports of VMware ESX.
• Obtain VPX license files. For more information about Citrix ADC VPX instance licenses, see Li‑
censing overview.
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VMware ESX hardware requirements

The following table describes theminimum system requirements for VMware ESX servers running Cit‑
rix ADC VPX ncore virtual appliance.

Table 1. Minimum system requirements for a VMware ESX server running a Citrix ADC VPX instance

Component Requirement

‑ 2 or more 64‑bit x86 CPUs with virtualization
assist (Intel‑VT) enabled. To run Citrix ADC VPX
instance, hardware support for virtualization
must be enabled on the VMware ESX host. Make
sure that the BIOS option for virtualization
support is not disabled. For more information,
see your BIOS documentation.

RAM 2 GB VPX. For critical deployments, we do not
recommend 2 GB RAM for VPX because the
system operates in a memory‑constrained
environment. This might lead to scale,
performance, or stability related issues.
Recommended is 4 GB RAM or 8 GB RAM.

Disk space 20 GBmore than the minimum server
requirements from VMware for setting up ESXi.
See VMware documentation for minimum server
requirements.

Network One 1‑Gbps NIC. Two 1‑Gbps NICs recommended

For information about installing VMware ESX, see VMware documentation.

To enable SR‑IOV or PCI passthrough support, ensure that the following processors are supported:

• Intel processors support Intel‑VT.
• I/O Memory Management Unit (IOMMU) or SR‑IOV is enabled in BIOS.

The following table lists the virtual computing resources that the VMware ESX servermust provide for
each VPX ncore virtual appliance.

Table 2. Minimum virtual computing resources required for running a Citrix ADC VPX instance
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Component Requirement

Memory 2 GB

Virtual CPU (vCPU) 2

Virtual network interfaces
1. With ESX, you can install a maximum of 10

virtual network interfaces if the VPX
hardware is upgraded version to 7 or
higher.

Disk space 20 GB

This is in addition to any disk requirements for the hypervisor.

For production use of VPX virtual appliance, the full memory allocationmust be reserved. CPU cycles
(in MHz) equal to at least the speed of one CPU core of the ESXmust be reserved.

VMware vSphere client system requirements

VMware vSphere is a client application that can run on Windows and Linux operating systems. It can‑
not run on the samemachine as the VMware ESX server. The following table describes the minimum
system requirements.

Table 3. Minimum system requirements for VMware vSphere client installation

Component Requirement

Operating system For detailed requirements from VMware, search
for the “vSphere Compatibility Matrixes”PDF file
at http://kb.vmware.com/.

CPU 750 MHz; 1 gigahertz (GHz) or faster
recommended

RAM 1 GB. 2 GB recommended

Network Interface Card (NIC) 100 Mbps or faster NIC

OVF Tool 1.0 system requirements

OVF Tool is a client application that can run on Windows and Linux systems. It cannot run on the
samemachine as the VMware ESX server. The following table describes theminimum system require‑
ments.
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Table 4. Minimum system requirements for OVF tool installation

Component Requirement

Operating system For detailed requirements from VMware, search
for the “OVF Tool User Guide”PDF file
at http://kb.vmware.com/.

CPU 750 MHzminimum, 1 GHz or faster
recommended

RAM 1 GB Minimum, 2 GB recommended

Network Interface Card (NIC) 100 Mbps or faster NIC

For details on installing OVF, search for the “OVF Tool User’s Guide”PDF available at VMware docu‑
mentation.

Downloading the Citrix ADC VPX setup files

The Citrix ADC VPX instance setup package for VMware ESX follows the Open Virtual Machine (OVF)
format standard. You can download the files from the Citrix website. You need a Citrix account to log
on. If you do not have a Citrix account, access the home page at http://www.citrix.com, click theNew
Users link, and follow the instructions to create a new Citrix account.

Once logged on, navigate the following path from the Citrix home page:

Citrix.com > Downloads > Citrix ADC > Virtual Appliances.

Copy the following files to a workstation on the same network as the ESX server. Copy all three files
into the same folder.

• NSVPX‑ESX‑<release number>‑<build number>‑disk1.vmdk (for example, NSVPX‑ESX‑9.3‑39.8‑
disk1.vmdk)

• NSVPX‑ESX‑<release number>‑<build number>.ovf (for example, NSVPX‑ESX‑9.3‑39.8.ovf)
• NSVPX‑ESX‑<release number>‑<build number>.mf (for example, NSVPX‑ESX‑9.3‑39.8.mf)

Label the physical network ports of VMware ESX

Before installing a VPX virtual appliance, label of all the interfaces that you plan to assign to virtual ap‑
pliances, in a unique format, for example, NS_NIC_1_1, NS_NIC_1_2, and so on. In large deployments,
labeling in a unique format helps in quickly identifying the interfaces that are allocated to the VPX vir‑
tual appliance among other interfaces used by other virtual machines, such as Windows and Linux.
Such labeling is especially important when different types of virtual machines share interfaces.
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To label the physical network ports of VMware ESX server, follow these steps:

1. Log on to the VMware ESX server by using the vSphere client.
2. On the vSphere client, select the Configuration tab, and then click Networking.
3. At the top‑right corner, click Add Networking.
4. In the Add Network Wizard, for Connection Type, select Virtual Machine, and then click Next.
5. Scroll through the list of vSwitch physical adapters, and choose the physical port that maps to

interface 1/1 on the virtual appliances.
6. Enter the label of the interface, for example, NS_NIC_1_1 as the name of the vSwitch that is

associated with interface 1/1 of the virtual appliances.
7. Click Next to finish the vSwitch creation. Repeat the procedure, beginning with step 2, to add

anyadditional interfaces tobeusedbyyourvirtual appliances. Label the interfaces sequentially,
in the correct format (for example, NS_NIC_1_2).

Installing a Citrix ADC VPX instance on VMware ESX

After you have installed and configured VMware ESX, you can use the VMware vSphere client to install
virtual appliances on the VMware ESX server. The number of virtual appliances that you can install
depends on the amount of memory available on the hardware that is running VMware ESX.

To install Citrix ADC VPX instances on VMware ESX by using VMware vSphere Client, follow these
steps:

1. Start the VMware vSphere client on your workstation.
2. In the IP address / Name text box, type the IP address of the VMware ESX server that you want

to connect to.
3. In the User Name and Password text boxes, type the administrator credentials, and then click

Login.
4. On the Filemenu, click Deploy OVF Template.
5. In the Deploy OVF Template dialog box, in Deploy from file, browse to the location at which

you saved the Citrix ADC VPX instance setup files, select the .ovf file, and clickNext.
6. Map the networks shown in the virtual appliance OVF template to the networks that you con‑

figured on the ESX host. Click Next to start installing a virtual appliance on VMware ESX. When
installation is complete, a pop‑up window informs you of the successful installation.

7. You are now ready to start the Citrix ADC VPX instance. In the navigation pane, select the Citrix
ADC VPX instance that you have installed and, from the right‑click menu, select Power On.

8. After the VM is booted, from the console, configure the Citrix ADC IP, Netmask, and Gateway ad‑
dresses. When you complete the configuration, select the Save and Quit option in the console.

9. If you want to install another virtual appliance, repeat through step 6.
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Note:

By default, the Citrix ADC VPX instance uses E1000 network interfaces.

After the installation, you can use vSphere client or vSphere Web Client to manage virtual appliances
on VMware ESX.

Note:

For the VLAN tagging feature towork, on the VMware ESX, set the port group’s VLAN ID to 1–4095
on the vSwitch of VMware ESX server.

Migrate a Citrix ADC VPX instance by using VMware vMotion

You canmigrate a Citrix ADC VPX instance by using VMware vSphere vMotion.

Follow these usage guidelines:

• VMware does not support the vMotion feature on virtual machines configured with PCI
Passthrough and SR‑IOV interfaces.

• Supported interfaces are E1000 and VMXNET3. To use vMotion on your VPX instance, ensure
that the instance is configured with a supported interface.

• For more information about how tomigrate an instance by using VMware vMotion, see VMware
documentation.

Configure a Citrix ADC VPX instance to use VMXNET3 network interface

November 14, 2024

After youhave installedandconfigured theCitrix ADCVPX instanceon theVMwareESX, youcanuse the
VMware vSphere web client to configure the virtual appliance to use VMXNET3 network interfaces.

ToconfigureCitrixADCVPX instances touseVMXNET3network interfacesbyusing theVMwarevSphere
Web Client:

1. In the vSphere Web Client, select Hosts and Clusters.

1. Upgrade the Compatibility setting of the Citrix ADC VPX instance to ESX, as follows:

1. Power off the Citrix ADC VPX instance.

1. Right‑click the Citrix ADC VPX instance and select Compatibility > Upgrade VM Compatibility.

1. In the Configure VM Compatibility dialog box, select ESXi 5.5 and later from the Compatible
with drop‑down list and click OK.
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3. Right‑click on the Citrix ADC VPX instance and click Edit Settings.

4. In the <virtual_appliance> ‑ Edit Settings dialog box, click the CPU section.
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5. In the CPU section, update the following:

‑ Number of CPUs

‑ Number of Sockets

‑ Reservations

‑ Limit

‑ Shares

Set the values as follows:

1. In the CPU drop‑down list, select the number of CPUs to assign to the virtual appliance.
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1. In the Cores per Socket drop‑down list, select the number of sockets.

1. (Optional) In the CPU Hot Plug field, select or unselect the Enable CPU Hot Add checkbox.

Note: Citrix recommends accepting the default (disabled).

1. In the Reservation drop‑down list, select the number that is shown as the maximum value.

1 1. In the Limit drop-down list, select the number that is shown
as the maximum value.
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1 1. In the Shares drop-down lists, select Custom and the number
that is shown as the maximum value.
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6. In the Memory section, update the following:

‑ Size of RAM

‑ Reservations

‑ Limit

‑ Shares

Set the values as follows:

1. In the RAM drop‑down list, select the size of the RAM. It should be number of vCPUs x 2 GB. For
example, if the number of vCPUs is 4, the RAM should be 4 x 2 GB = 8 GB.

Note: For an Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allo‑
cate 4 GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM = 4 x 4 GB = 16
GB.
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b. In the Reservation drop‑down list, enter the value for the memory reservation, and select the Re‑
serve all guest memory (All locked) checkbox. The memory reservation should be the number of vC‑
PUs x 2 GB. For example, if the number of vCPUs is 4, the memory reservation should be 4 x 2 GB = 8
GB.

Note: For an Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allo‑
cate 4 GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM = 4 x 4 GB = 16
GB.
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c. In the Limit drop‑down list, select the number that is shown as the maximum value.
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d. In the Shares drop‑down lists, select Custom and the number that is shown as the maximum
value.
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7. Add a VMXNET3 network interface. From the New device drop‑down list, select Network and
click Add.
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8. In the New Network section, from the drop‑down list, select the network interface, and do the
following:

a. In the Adapter Type drop‑down list, select VMXNET3.

Important

The default E1000 network interface and VMXNET3 cannot coexist, make sure that you remove
the E1000 network interface and use VMXNET3 (0/1) as the management interface.
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9. Click OK.

10. Power on the Citrix ADC VPX instance.

11. Once the Citrix ADC VPX instance powers on, you can use the following command to verify the
configuration:

1 > show interface summary

The output should show all the interfaces that you configured:

1 > show interface summary
2 --------------------------------------------------------------------------------

3       Interface  MTU        MAC                  Suffix
4 --------------------------------------------------------------------------------

5 1     0/1        1500       00:0c:29:89:1d:0e    NetScaler Vir...rface,
VMXNET3

6 2     1/1        9000       00:0c:29:89:1d:18    NetScaler Vir...rface,
VMXNET3
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7 3     1/2        9000       00:0c:29:89:1d:22    NetScaler Vir...rface,
VMXNET3

8 4     LO/1       9000       00:0c:29:89:1d:0e    Netscaler Loopback
interface

Note

After you add a VMXNET3 interface and restart the Citrix ADC VPX appliance, the VMWare ESX hy‑
pervisormight change the order in which the NIC is presented to the VPX appliance. So, network
adapter 1 might not always remain 0/1, resulting in loss of management connectivity to the VPX
appliance. To avoid this issue, change the virtual network of the network adapter accordingly.

This is a VMWare ESX hypervisor limitation.

Configure a Citrix ADC VPX instance to use SR‑IOV network interface

November 13, 2024

After you have installed and configured the Citrix ADC VPX instance on VMware ESX, you can use the
VMware vSphere web client to configure the virtual appliance to use single root I/O v irtualization (SR‑
IOV) network interfaces.

Limitations

A Citrix ADC VPX configured with SR‑IOV network interface has the following limitations:

• The following features are not supported on SR‑IOV interfaces using Intel 82599 10G NIC on ESX
VPX:

– L2 mode switching
– Static Link Aggregation and LACP
– Clustering
– Admin partitioning [Shared VLANmode]
– High Availability [Active ‑ Active mode]
– Jumbo frames
– IPv6

• The following features are not supported for on SR‑IOV interface with an Intel 82599 10G NIC on
KVM VPX:

– Static Link Aggregation and LACP
– L2 mode switching
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– Clustering
– Admin partitioning [Shared VLANmode]
– High Availability [Active –Active mode]
– Jumbo frames
– IPv6
– VLAN configuration onHypervisor for SR‑IOV VF interface through “ip link”command is not
supported

Prerequisite

Make sure that you:

‑ Add the Intel 82599Network InterfaceCard (NIC) to theESXHost. IXGBEdriver version3.7.13.7.14iov is
recommended.

‑ Enable SR‑IOV on the host physical adapter, as follows:

1. In the vSphere Web Client, navigate to the Host.

2. On the Manage > Networking tab, select Physical adapters. The SR‑IOV Status field shows
whether a physical adapter supports SR‑IOV.

3. Select the physical adapter, and then click the pencil icon to open the Edit Settings dialog box.
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4. Under SR‑IOV, select Enabled from the Status drop‑down list.

5. In theNumber of virtual functions field, enter the number of virtual functions that you want to
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configure for the adapter.

6. ClickOK.
7. Restart the host.

‑ Create aDistributed Virtual Switch (DVS) andPortgroups. For instructions, see the VMwareDocumen‑
tation.

Note:

Citrix has qualified the SR‑IOV configuration on DVS and Portgroups only.

To configureCitrix ADCVPX instances touse SR‑IOVnetwork interfacebyusing VMware vSphere
Web Client:

1. In the vSphere Web Client, selectHosts and Clusters.

1. Upgrade the Compatibility setting of the Citrix ADC VPX instance to ESX 5.5 or later, as follows:

1. Power off the Citrix ADC VPX instance.

1. Right‑click the Citrix ADC VPX instance and select Compatibility > Upgrade VM Compatibil‑
ity.

1. In theConfigure VMCompatibility dialog box, select ESXi 5.5 and later from theCompatible
with drop‑down list and clickOK.
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1. Right‑click on the Citrix ADC VPX instance and click Edit Settings.
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1. In the <virtual_appliance> ‑ Edit Settings dialog box, click the CPU section.
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1. In the CPU section, update the following settings:

‑ Number of CPUs

‑ Number of Sockets

‑ Reservations

‑ Limit

‑ Shares

Set the values as follows:

1. In the CPU drop‑down list, select the number of CPUs to assign to the virtual appliance.
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1. In the Cores per Socket drop‑down list, select the number of sockets.

1. (Optional) In the CPU Hot Plug field, select or clear the Enable CPU Hot Add check box.

Note: Citrix recommends accepting the default (disabled).

1. In the Reservation drop‑down list, select the number that is shown as the maximum value.

1. In the Limit drop‑down list, select the number that is shown as the maximum value.
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1. In the Shares drop‑down lists, select Custom and the number that is shown as the maximum
value.
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1. In theMemory section, update the following settings:

‑ Size of RAM

‑ Reservations

‑ Limit

‑ Shares

Set the values as follows:

1. In theRAM drop‑down list, select the size of the RAM. It should be number of vCPUs x 2 GB. For
example, if the number of vCPU is 4 then RAM = 4 x 2 GB = 8 GB.

Note: For Advancedor Premiumedition of the Citrix ADCVPX appliance,make sure that you allocate 4
GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM = 4 x 4 GB = 16 GB.
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1. In the Reservation drop‑down list, enter the value for thememory reservation, and select the
Reserve all guest memory (All locked) check box. The memory reservation should be number of
vCPUs x 2 GB. For example, if the number of vCPUs is 4, the memory reservation should be 4 x 2 GB =
8 GB.

Note:

For Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allocate 4
GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM = 4 x 4 GB = 16 GB.
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1. In the Limit drop‑down list, select the number that is shown as the maximum value.
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1. In the Shares drop‑down lists, select Custom, and select the number that is shown as the
maximum value.
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1. Add an SR‑IOV network interface. From theNewdevice drop‑down list, selectNetwork and click
Add.
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1. In the New Network section. From the drop‑down list, select the Portgroup that you created,
and do the following:

1. In the Adapter Type drop‑down list, select SR‑IOV passthrough.
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1. In the Physical function drop‑down list, select the physical adapter mapped with the Port‑
group.
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1. In the Guest OS MTU Change drop‑down list, select Disallow.

1. In the <virtual_appliance> ‑ Edit Settings dialog box, click the VMOptions tab.

1. On the VM Options tab, select the Advanced section. From the Latency Sensitivity drop‑down
list, selectHigh.
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1. ClickOK.

1. Power on the Citrix ADC VPX instance.

1. Once the Citrix ADC VPX instance powers on, you can use the following command to verify the con‑
figuration:

1 > show interface summary

The output should show all the interfaces that you configured:

1 > show interface summary
2 --------------------------------------------------------------------------------
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3       Interface  MTU        MAC                  Suffix
4 --------------------------------------------------------------------------------

5 1     0/1        1500       00:0c:29:1b:81:0b    NetScaler Virtual
Interface

6 2     10/1       1500       00:50:56:9f:0c:6f    Intel 82599 10G VF
Interface

7 3     10/2       1500       00:50:56:9f:5c:1e    Intel 82599 10G VF
Interface

8 4     10/3       1500       00:50:56:9f:02:1b    Intel 82599 10G VF
Interface

9 5     10/4       1500       00:50:56:9f:5a:1d    Intel 82599 10G VF
Interface

10 6     10/5       1500       00:50:56:9f:4e:0b    Intel 82599 10G VF
Interface

11 7     LO/1       1500       00:0c:29:1b:81:0b    Netscaler Loopback
interface

12  Done
13 > show inter 10/1
14 1)      Interface 10/1 (Intel 82599 10G VF Interface) #1
15         flags=0xe460 <ENABLED, UP, UP, HAMON, 802.1q>
16         MTU=1500, native vlan=55, MAC=00:50:56:9f:0c:6f, uptime 0

h21m53s
17         Actual: media FIBER, speed 10000, duplex FULL, fctl NONE,

throughput 10000
18         LLDP Mode: NONE,                 LR Priority: 1024
19
20         RX: Pkts(838020742) Bytes(860888485431) Errs(0) Drops(2527)

Stalls(0)
21         TX: Pkts(838149954) Bytes(860895860507) Errs(0) Drops(0) Stalls

(0)
22         NIC: InDisc(0) OutDisc(0) Fctls(0) Stalls(0) Hangs(0) Muted(0)
23         Bandwidth thresholds are not set.
24  Done

Migrating the Citrix ADC VPX from E1000 to SR‑IOV or VMXNET3 Network
Interfaces

November 12, 2024

May 24, 2018

You can configure your exiting Citrix ADC VPX instances that use E1000 network interfaces to use SR‑
IOV or VMXNET3 network interfaces.

ToconfigureanexistingCitrix ADCVPX instance touseSR‑IOVnetwork interfaces, seeConfigureaCitrix
ADC VPX instance to use SR‑IOV network interface.
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To configure an existing Citrix ADC VPX instance to use VMXNET3 network interfaces, see Configure a
Citrix ADC VPX instance to use VMXNET3 network interface.

Configure a Citrix ADC VPX instance to use PCI passthrough network
interface

November 13, 2024

Overview

After you have installed and configured a Citrix ADC VPX instance on VMware ESX Server, you can
use the vSphere Web Client to configure the virtual appliance to use PCI passthrough network inter‑
faces.

The PCI passthrough feature allows a guest virtual machine to directly access physical PCI and PCIe
devices connected to a host.

Prerequisites

• The firmware version of the Intel XL710 NIC on the host is 5.04.
• A PCI passthrough device connected to and configured on the host
• Supported NICs:

– Intel X710 10G NIC
– Intel XL710 Dual Port 40G NIC
– Intel XL710 Single Port 40G NIC

Configure passthrough devices on a host

Before configuring a passthrough PCI device on a virtualmachine, you should configure it on the host
machne. Follow these steps to configure passthrough devices on a host.

1. Select the host from the Navigator panel of the vSphere Web Client.
2. ClickManage > Settings > PCI Devices. All available passthrough devices are displayed.
3. Right‑click the device that you want to configure and click Edit.
4. The Edit PCI Device Availabilitywindow appears.
5. Select the devices to be used for passthrough and clickOK.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 66

https://docs.netscaler.com/en-us/vpx/12-1/install-vpx-on-esx/configure-vmxnet3
https://docs.netscaler.com/en-us/vpx/12-1/install-vpx-on-esx/configure-vmxnet3


NetScaler VPX 12‑1

1. Restart the host machine.

Configure passthrough devices on a Citrix ADC VPX instance

Follow these steps to configure a passthrough PCI device on a Citrix ADC VPX instance.

1. Power off the virtual machine.
2. Right‑click the virtual machine and select Edit Settings.
3. On the Virtual Hardware tab, select PCI Device from the New Device drop‑down menu, and

click Add.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 67



NetScaler VPX 12‑1

1. Expand New PCI device and select the passthrough device to connect to the virtual machine
from the drop‑down list and clickOK.

Note:

VMXNET3 network interface and PCI Passthrough Network Interface cannot coexist.
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6. Power on the guest virtual machine.

You have completed the steps to configuring Citrix ADC VPX to use PCI passthrough network inter‑
faces.

Install a Citrix ADC VPX instance on Microsoft Hyper‑V server

November 18, 2024
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To install Citrix
Citrix ADC VPX instances onMicrosoftWindows Server, youmust first install Windows Server, with the
Hyper‑V role enabled, on a machine with adequate system resources. While installing the Hyper‑V
role, be sure to specify the network interface cards (NICs) on the server that Hyper‑V will use to create
the virtual networks. You can reserve some NICs for the host. Use Hyper‑V Manager to perform the
Citrix ADC VPX instance installation.

Citrix ADC VPX instance for Hyper‑V is delivered in virtual hard disk (VHD) format. It includes the de‑
fault configuration for elements such as CPU, network interfaces, and hard‑disk size and format. After
you install Citrix ADC VPX instance, you can configure the network adapters on virtual appliance, add
virtual NICs, and then assign the Citrix ADC IP address, subnet mask, and gateway, and complete the
basic configuration of the virtual appliance.

After the initial configuration of the VPX instance, if you want to upgrade the appliance to the latest
software release, see Upgrade a Citrix ADC VPX standalone appliance

Note:

Intermediate System‑to‑Intermediate System (ISIS) protocol is not supported on the Citrix ADC
VPX virtual appliance hosted on the HyperV‑2012 platform.

Prerequisites for installing Citrix ADC VPX instance on Microsoft servers

Before you begin installing a virtual appliance, do the following:

• Enable the Hyper‑V role onWindows Servers . For more information, see http://technet.micros
oft.com/en‑us/library/ee344837(WS.10).aspx.

• Download the virtual appliance setup files.
• Obtain Citrix ADC VPX instance license files. Formore information about Citrix ADC VPX instance
licenses, see the Citrix ADC VPX Licensing Guide at http://support.citrix.com/article/ctx131110.

Microsoft server hardware requirements

The following table describes the minimum system requirements for Microsoft Servers.

Table 1. Minimum system requirements for Microsoft servers

Component Requirement

CPU 1.4 GHz 64‑bit processor

RAM 3 GB

Disk Space 32 GB or greater
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The following table lists the virtual computing resources for each
Citrix ADC VPX instance.

Table 2. Minimum virtual computing resources required for running a Citrix ADC VPX instance

Component Requirement

RAM 2 GB

Virtual CPU 2

Disk Space 20 GB

Virtual Network Interfaces 1

Download the Citrix ADC VPX setup files

The Citrix ADC VPX instance for Hyper‑V is delivered in virtual hard disk (VHD) format. You can down‑
load the files from the Citrix website. You need a Citrix account to log in. If you do not have a Citrix
account, access the home page at http://www.citrix.com, click Sign In > My account > Create Citrix
Account, and follow the instructions to create a Citrix account.

To download the Citrix ADC VPX instance setup files, follow these steps:

1. In a web browser, go to http://www.citrix.com/.

2. Sign in with your user name and password.

3. Click Downloads.

4. In Select a Product drop‑downmenu, select Citrix ADC (NetScaler ADC).

5. Under Citrix ADC Release X.X > Virtual Appliances, click Citrix ADC VPX Release X.X

6. Download the compressed file to your server.

Install the Citrix ADC VPX instance on Microsoft servers

After you have enabled the Hyper‑V role on Microsoft Server and extracted the virtual appliance files,
you can use Hyper‑V Manager to install Citrix ADC VPX instance. After you import the virtual machine,
you need to configure the virtual NICs by associating them to the virtual networks created by Hyper‑
V.

You can configure a maximum of eight virtual NICs. Even if the physical NIC is DOWN, the virtual ap‑
pliance assumes that the virtual NIC is UP, because it can still communicate with the other virtual
appliances on the same host (server).
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Note:

You cannot change any settings while the virtual appliance is running. Shut down the virtual
appliance and thenmake changes.

To install Citrix ADC VPX instance on Microsoft Server by using Hyper‑V Manager:

1. To start Hyper‑V Manager, click Start, point to Administrative Tools, and then click Hyper‑V
Manager.

2. In the navigation pane, under Hyper‑V Manager, select the server on which you want to install
Citrix ADC VPX instance.

3. On the Actionmenu, click Import Virtual Machine.

4. In the Import Virtual Machine dialog box, in Location, specify the path of the folder that con‑
tains the Citrix ADC VPX instance software files, and then selectCopy the virtualmachine (cre‑
ate a new unique ID). This folder is the parent folder that contains the Snapshots, Virtual Hard
Disks, and Virtual Machines folders.

Note:

If you received a compressed file, make sure that you extract the files into a folder before
you specify the path to the folder.

5. Click Import.

6. Verify that the virtual appliance that you imported is listed under Virtual Machines.

7. To install another virtual appliance, repeat steps 2 through 6.

Important:

Make sure that you extract the files to a different folder in step 4.

Auto‑provision a Citrix ADC VPX instance on Hyper‑V

Auto‑provisioning of Citrix ADC VPX instance is optional. If auto‑provisioning is not done, the virtual
appliance provides an option to configure the IP address and so on.

To auto‑provision Citrix ADC VPX instance on Hyper‑V, follow these steps.

1. Create an ISO9660 compliant ISO image using the xml file as depicted in the example. Make sure
that the name of the xml file is userdata.

<?xml version=”1.0”encoding=”UTF‑8”standalone=”no”?>

<Environment xmlns:oe="http://schemas.dmtf.org/ovf/environment/1”
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xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance”

oe:id=””

xmlns="http://schemas.dmtf.org/ovf/environment/1”>

<PlatformSection>

<Kind>HYPER‑V</Kind>

<Version>2013.1</Version>

<Vendor>CISCO</Vendor>

<Locale>en</Locale>

</PlatformSection>

<PropertySection>

<Property oe:key=”com.citrix.netscaler.ovf.version”oe:value=”1.0”/>

<Property oe:key=”com.citrix.netscaler.platform”oe:value=”NS1000V”/>

<Property oe:key=”com.citrix.netscaler.orch_env”oe:value=”cisco‑orch‑env”/>

<Property oe:key=”com.citrix.netscaler.mgmt.ip”oe:value=”10.102.100.122”/>

<Property oe:key=”com.citrix.netscaler.mgmt.netmask”oe:value=”255.255.255.128”/>

<Propertyoe:key=”com.citrix.netscaler.mgmt.gateway”oe:value=”10.102.100.67”/></PropertySection>

</Environment>

2. Copy the ISO image to hyper‑v server.

3. Select the virtual appliance that you imported, and then on the Actionmenu, select Settings. You
can also select the virtual appliance and then right click and select Settings. The Settings window
for the selected virtual appliance is displayed.

4. In the Settingswindow, under the hardware section, click on IDE Controller.

5. In the right windowpane, selectDVDDrive and click onAdd. The DVDDrive is added under the IDE
Controller section in the left window pane.

6. Select the DVD Drive added in step 5. In the right window pane, select the Image file radio button
and click on Browse and select the ISO image that you copied on Hyper‑V server,
in step 2.

7. Click Apply.

Note:

The virtual appliance instance comes up in the default IP address, when:
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• The DVD drive is attached and the ISO file is not provided.
• The ISO file does not inculde the userdata file.
• The userdata file name or format is not correct.

To configure virtual NICs on the Citrix ADC VPX instance, follow these steps:

1. Select the virtual appliance that you imported, and then on the Actionmenu, select Settings.
2. In the Settings for <virtual appliance name> dialog box, click Add Hardware in the left pane.
3. In the right pane, from the list of devices, selectNetwork Adapter.
4. Click Add.
5. Verify thatNetwork Adapter (not connected) appears in the left pane.
6. Select the network adapter in the left pane.
7. In the right pane, from the Network drop‑down list, select the virtual network to connect the

adapter to.
8. To select the virtual network for additional network adapters that you want to use, repeat

steps 6 and 7.
9. Click Apply, and then clickOK.

To configure the Citrix ADC VPX instance:

1. Right‑click the virtual appliance that you previously installed, and then select Start.
2. Access the console by double‑clicking the virtual appliance.
3. Type the Citrix ADC IP address, subnet mask, and gateway for your virtual appliance.

You have completed the basic configuration of your virtual appliance. Type the IP address in a Web
browser to access the virtual appliance.

Note:

Youcanalsouse virtualmachine (VM) template toprovisionCitrix ADCVPX instanceusingSCVMM.

If you use Microsoft Hyper‑V NIC teaming solution with NetScaler VPX instances, see article
CTX224494 for more information.

Install a Citrix ADC VPX instance on Linux‑KVM platform

November 13, 2024

To set up a Citrix ADC VPX for the Linux‑KVM platform, you can use the graphical Virtual Machine Man‑
ager (Virt‑Manager) application. If you prefer the Linux‑KVM command line, you can use the virsh
program.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 74

https://support.citrix.com/article/CTX224494


NetScaler VPX 12‑1

The host Linux operating systemmust be installed on suitable hardware by using virtualization tools
such as KVM Module and QEMU. The number of virtual machines (VMs) that can be deployed on the
hypervisor depends on the application requirement and the chosen hardware.

After you provision a Citrix ADC VPX instance, you can add additional interfaces.

Limitations and usage guidelines

General recommendations

To avoid unpredictable behavior, apply the following recommendations:

• Do not change theMTU of the vnet interface associatedwith the VPX VM. Shut down the VPX VM
before modifying any configuration parameters, such as Interface modes or CPU.

• Do not force a shutdown of the VPX VM. That is, do not use the Force off command.
• Any configurations done on the host Linuxmight ormight not be persistent, depending on your
Linux distribution settings. You can choose to make these configurations persistent to ensure
consistent behavior across reboots of host Linux operating system.

• The Citrix ADC package has to be unique for each of the Citrix ADC VPX instance provisioned.

Limitations

• Live migration of a VPX instance that runs on KVM is not supported.

Prerequisites for installing a Citrix ADC VPX instance on Linux‑KVM
platform

November 13, 2024

Check theminimum system requirements for a Linux‑KVM serves running a Citrix ADC VPX instance.

CPU requirement:

• 64‑bit x86 processors with the hardware virtualization features included in the AMD‑V and Intel
VT‑X processors.

To test whether your CPU supports Linux host, enter the following command at the host Linux shell
prompt:

1 *.egrep '^flags.*(vmx|svm)' /proc/cpuinfo*
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If the BIOS settings for the above extension are disabled, youmust enable them in BIOS.

• Provide at least 2 CPU cores to Host Linux.

• There is no specific recommendation for processor speed, but higher the speed, the better the
performance of the VM application.

Memory (RAM) requirement:

Minimum 4 GB for the host Linux kernel. Add additional memory as required by the VMs.

Hard disk requirement:

Calculate the space for Host Linux kernel and VM requirements. A single Citrix ADC VPX VM requires
20 GB of disk space.

Software requirements

The Host kernel usedmust be a 64‑bit Linux kernel, release 2.6.20 or later, with all virtualization tools.
Citrix recommends newer kernels, such as 3.6.11‑4 and later.

Many Linux distributions such as Red Hat, Centos, and Fedora, have tested kernel versions and asso‑
ciated virtualization tools.

Guest VM hardware requirements

Citrix ADC VPX supports IDE and virtIO hard disk type. The Hard Disk Type has been configured in the
XML file, which is a part of the Citrix ADC package.

Networking requirements

Citrix ADC VPX supports virtIO para‑virtualized, SR‑IOV, and PCI Passthrough network interfaces.

For more information about the supported network interfaces, see:

• Provision the Citrix ADC VPX instance by using the Virtual Machine Manager
• Configure a Citrix ADC VPX instance to use SR‑IOV network interfaces
• Configure a Citrix ADC VPX instance to use PCI passthrough network interfaces

Source Interface and Modes

The source device type can be either Bridge or MacVTap. In case of MacVTap, fourmodes are possible
‑ VEPA, Bridge, Private and Pass‑through.
Check the types of interfaces that you can use and the supported traffic types, as given below.
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Bridge:

• Linux Bridge.
• Ebtables and iptables settings on host Linux might filter the traffic on the bridge if you do not
choose the correct setting or disable IPtable services.

MacVTap (VEPAmode):

• Better performance than a bridge.
• Interfaces from the same lower device can be shared across the VMs.
• Inter‑VM communication using the same
• lower device is possible only if upstream or downstream switch supports VEPAmode.

MacVTap (privatemode):

• Better performance than a bridge.
• Interfaces from the same lower device can be shared across the VMs.
• Inter‑VM communication using the same lower device is not possible.

MacVTap (bridgemode):

• Better as compared to bridge.
• Interfaces out of same lower device can be shared across the VMs.
• Inter‑VM communication using the same lower device is possible, if lower device link is UP.

MacVTap (Pass‑throughmode):

• Better as compared to bridge.
• Interfaces out of same lower device cannot be shared across the VMs.
• Only one VM can use the lower device.

Note:

For best performance by the VPX instance, ensure that the gro and lro capabilities are switched
off on the source interfaces.

Properties of source interfaces

Make sure that you switch off the generic‑receive‑offload (gro) and large‑receive‑offload (lro) capabil‑
ities of the source interfaces. To switch off the gro and lro capabilities, run the following commands
at the host Linux shell prompt.

ethtool -K eth6 gro off

ethool -K eth6 lro off

Example:
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1 [root@localhost ~]# ethtool -K eth6
2
3                  Offload parameters for eth6:
4
5                                    rx-checksumming: on
6
7                                    tx-checksumming: on
8
9                  scatter-gather: on

10
11                  tcp-segmentation-offload: on
12
13                  udp-fragmentation-offload: off
14
15                  generic-segmentation-offload: on
16
17                  generic-receive-offload: off
18
19                  large-receive-offload: off
20
21                  rx-vlan-offload: on
22
23                  tx-vlan-offload: on
24
25                  ntuple-filters: off
26
27                  receive-hashing: on
28
29 [root@localhost ~]#

Example:

If the host Linux bridge is used as a source device, as in the following example, gro and lro capabilities
must be switched offon the vnet interfaces, which are the virtual interfaces connecting the host to the
guest VMs.

1 [root@localhost ~]# brctl show eth6_br
2
3 bridge name     bridge  id               STP enabled interfaces
4
5 eth6_br         8000.00e0ed1861ae          no         eth6
6
7                                                       vnet0
8
9                                                       vnet2

10
11 [root@localhost ~]#

In the above example, the two virtual interfaces are derived from the eth6_br and are represented
as vnet0 and vnet2. Run the following commands to switch off gro and lro capabilities on these inter‑
faces.
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1 ethtool -K vnet0 gro off
2         ethtool -K vnet2 gro off
3         ethtool -K vnet0 lro off
4                  ethtool -K vnet2 lro off

Promiscuousmode

The promiscuos mode has to be enabled for the following features to work:

• L2 mode
• Multicast traffic processing
• Broadcast
• IPV6 traffic
• Virtual MAC
• Dynamic routing

Use the following command to enable the promicuous mode.

1 [root@localhost ~]# ifconfig eth6 promisc
2 [root@localhost ~]# ifconfig eth6
3 eth6       Link encap:Ethernet  HWaddr 78:2b:cb:51:54:a3
4           inet6 addr: fe80::7a2b:cbff:fe51:54a3/64 Scope:Link
5           UP BROADCAST RUNNING PROMISC MULTICAST  MTU:9000  Metric

:1
6           RX packets:142961 errors:0 dropped:0 overruns:0 frame:0
7           TX packets:2895843 errors:0 dropped:0 overruns:0 carrier

:0
8           collisions:0 txqueuelen:1000
9           RX bytes:14330008 (14.3 MB)  TX bytes:1019416071 (1.0 GB)

10
11 [root@localhost ~]#

Module required

For better network performance, make sure the vhost_net module is present in the Linux host. To
check the existence of vhost_net module, run the following command on the Linux host :

1 lsmod | grep "vhost\_net"

If vhost_net is not yet running, enter the following command to run it:

1 modprobe vhost\_net
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Provision the Citrix ADC VPX instance by using OpenStack

November 13, 2024

You can provision a Citrix ADC VPX instance in an Openstack environment either by using the Nova
boot command (OpenStack CLI) or Horizon (OpenStack dashboard) .

Provisioning a VPX instance, optionally involves using data from the config drive. Config drive is a spe‑
cial configuration drive that attaches to the instance as a CD‑ROM device when it boots. This configu‑
ration drive can be used to pass networking configuration such as management IP address, network
mask, default gateway, and to inject customer scripts.

In a Citrix ADC appliance, the default authentication mechanism is password based. Now, SSH
key‑pair authentication mechanism is supported for Citrix ADC VPX instances on OpenStack
environment.

The key‑pair (public key and private key) needs to be generated before using Public Key Cryptography
mechanism. You can use different mechanisms, such as Horizon, Puttygen.exe for Windows, and ssh‑
keygen for Linux environment, to generate the key pair. Refer to online documentation of respective
mechanisms for more information about generating key pair.

Once a key pair is available, copy the private key to a secure location to which authorized persons
will have access. In OpenStack, public key can be deployed on a VPX instance by using Horizon or
Nova boot command. When a VPX instance is provisioned by using OpenStack, it first detects that
the instance is booting in an OpenStack environment by reading a specific BIOS string. This string is
“OpenStack Foundation”and for Red Hat Linux distributions it is stored in /etc/nova/release. This is
a standard mechanism that is available in all OpenStack implementations based on KVM hypervisor
platform. The drive should have a specific OpenStack label.

If the config drive is detected, the instance attempts to read thenetwork configuration, customscripts,
and SSH key pair if provided.

Userdata file

The Citrix ADC VPX instance uses a customized OVF file, also known as userdata file, to inject network
configuration, custom scripts. This file is provided as part of config drive. Here is an example of a
customized OVF file.

1 <?xml version="1.0" encoding="UTF-8" standalone="no"?>
2 <Environment xmlns:oe="http://schemas.dmtf.org/ovf/environment/1"
3 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
4 oe:id=""
5 xmlns="http://schemas.dmtf.org/ovf/environment/1"
6 xmlns:cs="http://schemas.citrix.com/openstack">
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7 <PlatformSection>
8 <Kind></Kind>
9 <Version>2016.1</Version>

10 <Vendor>VPX</Vendor>
11 <Locale>en</Locale>
12 </PlatformSection>
13 <PropertySection>
14 <Property oe:key="com.citrix.netscaler.ovf.version" oe:value="1.0"/>
15 <Property oe:key="com.citrix.netscaler.platform" oe:value="NSVPX"/>
16 <Property oe:key="com.citrix.netscaler.orch_env" oe:value="openstack-

orch-env"/>
17 <Property oe:key="com.citrix.netscaler.mgmt.ip" oe:value="10.1.2.22"/>
18 <Property oe:key="com.citrix.netscaler.mgmt.netmask" oe:value="

255.255.255.0"/>
19 <Property oe:key="com.citrix.netscaler.mgmt.gateway" oe:value="10.1.2.1

"/>
20 </PropertySection>
21  <cs:ScriptSection>
22    <cs:Version>1.0</cs:Version>
23      <ScriptSettingSection xmlns="http://schemas.citrix.com/openstack"

xmlns:i="http://www.w3.org/2001/XMLSchema-instance">
24          <Scripts>
25            <Script>
26                  <Type>shell</Type>
27                  <Parameter>X Y</Parameter>
28                 <Parameter>Z</Parameter>
29                 <BootScript>before</BootScript>
30                   <Text>
31                         #!/bin/bash
32                         echo "Hi, how are you" $1 $2 >> /var/sample.txt
33                   </Text>
34            </Script>
35            <Script>
36                  <Type>python</Type>
37                  <BootScript>after</BootScript>
38                   <Text>
39                        #!/bin/python
40 print("Hello");
41                   </Text>
42            </Script>
43   <Script>
44                  <Type>perl</Type>
45                  <BootScript>before</BootScript>
46                   <Text>
47                        !/usr/bin/perl
48 my $name = "VPX";
49 print "Hello, World $name !\n" ;
50                   </Text>
51            </Script>
52            <Script>
53                 <Type>nscli</Type>
54                 <BootScript>after</BootScript>
55                 <Text>
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56                  add vlan 33
57 bind vlan 33 -ifnum 1/2
58                 </Text>
59            </Script>
60          </Scripts>
61      </ScriptSettingSection>
62  </cs:ScriptSection>
63 </Environment>

In the OVF file above “PropertySection”is used for NetScaler networking configuration while
<cs:ScriptSection> is used to enclose all scripts. <Scripts></Scripts> tags are used to bundle all
scripts together. Each script is defined in between <Script> </Script> tags. Each script tag has
following fields/tags:

a) <Type>: Specifies value for script type. Possible values: Shell/Perl/Python/NSLCI (for NetScaler CLI
scripts)

b) <Parameter>: Provides parameters to the script. Each script can havemultiple <Parameter> tags.

c) <BootScript>: Specifies script execution point. Possible values for this tag: before/after. “before”
specifies script will be executed before PE comes up. “after”specifies that the script will be executed
after PE comes up.

d) <Text>: Pastes content of a script.

Note

Currently the VPX instance does not take care of sanitization of scripts. As an administrator, you
should check the validity of the script.

Not all sections need to be present. Use an empty “PropertySection”to only define scripts to
execute on first boot or an empty <cs:ScriptSection> to only define networking configuration.

After the required sections of the OVF file (userdata file) are populated, use that file to provision
the VPX instance.

Network configuration

As part of network configuration, the VPX instance reads:

• Management IP address
• Network mask
• Default gateway

After the parameters are successfully read, they are populated in theNetScaler configuration, to allow
managing the instance remotely. If the parameters are not read successfully or the config drive is not
available, the instance transitions to the default behavior, which is:
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• The instance attempts to retrieve the IP address information from DHCP.
• If DHCP fails or times‑out, the instance comes up with default network configuration
(192.168.100.1/16).

Customer script

TheVPX instance allows to execute a customscript during initial provisioning. The appliance supports
script of type Shell, Perl, Python, and Citrix ADC CLI commands.

SSH key pair authentication

The VPX instance copies public key, available within the configuration drive as part of instance meta
data, into its “authorized_keys”file. This allows the user to access the instance with private key.

Note:

WhenanSSHkey isprovided, thedefault credentials (nsroot/nsroot)no longerwork. If password‑
based access is needed, log onwith the respective SSH private key andmanually set a password.

Before you begin

Before you provision a VPX instance on OpenStack environment, extract the .qcow2 file from the .tgz
file and build

an OpenStack image from the qcow2 image. Follow these steps:

1. Extract the. qcow2 file from the .tqz file by typing the following command.

1 tar xvzf <TAR file>
2
3 tar xvzf <NSVPX-KVM-12.0-26.2_nc.tgz>
4 NSVPX-KVM.xml
5 NSVPX-KVM-12.0-26.2_nc.qcow2

2. Build an OpenStack image using the .qcoz2 file extracted in step 1 by typing the following com‑
mand.

1 openstack image create --container-format bare --property hw_disk_bus=
ide --disk-format qcow2 --file <path to qcow2 file> --public <name
of the OpenStack image>

2
3 glance image-create --name="NS-VPX-12-0-26-2" --property hw_disk_bus=

ide --ispublic=
4 true --container-format=bare --disk-format=qcow2< NSVPX-KVM-12.0-26.2

_nc.qcow2
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Figure 1: The following illustration provides a sample output for the glance image‑create com‑
mand.

Provisioning the VPX instance

You can provision a VPX instance in two ways by using one of the options:

• Horizon (OpenStack dashboard)
• Nova boot command (OpenStack CLI)

Provision a VPX instance by using the OpenStack dashboard

Follow these steps to provision the VPX instance by using Horizon:

1. Log on to the OpenStack dashboard.
2. In the Project panel on the left hand side of the dashboard, select Instances.
3. In the Instances panel, click Launch Instance to open the Instance Launching wizard.
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4. In the Launch Instance wizard, fill in the details, like:

1. Instance Name
2. Instance Flavor
3. Instance Count
4. Instance Boot Source
5. Image Name
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5. Deploy a new key pair or an existing key pair through Horizon by completing the following steps:

a) If you don’t have an existing key pair, create the key by using any existingmechanisms. If you’ve an
existing key, skip this step.

b) Copy the content of public key.

c) Go toHorizon > Instances > Create New Instances.

d) Click Access & Security.

e) Click the + sign next to the Key Pair drop‑downmenu and provide values for shown parameters.

f) Paste public key content in Public key box, give a name to the key and click Import Key Pair.
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6. Click the Post Creation tab in the wizard. In Customization Script, add the content of the userdata
file. The userdata file contains the IP address, Netmask and Gateway details, and customer scripts of
the VPX instance.

7. After a key pair is selected or imported, check config‑drive option and click Launch.
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Provision the VPX instance by using OpenStack CLI

Follow these steps to provision a VPX instance by using OpenStack CLI.

1. To create an image from qcow2, type the following command:

1 openstack image create --container-format bare --property hw_disk_bus=
ide --diskformat  qcow2 --file NSVPX-OpenStack.qcow2 --public VPX-
ToT-Image

2. To select an image for creating an instance, type the following command:

1 openstack image list | more

3. To create an instance of a particular flavor, type the following command to choose a flavor ID/Name
of from a list:

1 openstack flavor list

4. To attach a NIC to a particular network, type the following command to choose a network ID from
a network list:

1 openstack network list

5. To create an instance, type the following command:

1 openstack server create --flavor FLAVOR_ID --image IMAGE_ID --key-name
KEY_NAME

2 --user-data USER_DATA_FILE_PATH --config-drive True --nic net-id=net-
uuid

3 INSTANCE_NAME
4 openstack server create --image VPX-ToT-Image --flavor m1.medium --user

-data
5 ovf.xml --config-drive True --nic net-id=2734911b-ee2b-48d0-a1b6-3

efd44b761b9
6 VPX-ToT

Figure 2: The following illustration provides a sample output.
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Provision the Citrix ADC VPX instance by using the Virtual Machine
Manager

November 13, 2024

The Virtual Machine Manager is a desktop tool for managing VM guests. It enables you to create new
VM guests and various types of storage, and manage virtual networks. You can access the graphical
console of VM guests with the built‑in VNC viewer and view performance statistics, either locally or
remotely.

After installing your preferred Linux distribution, with KVM virtualization enabled, you can proceed
with provisioning virtual machines.

While using the Virtual Machine Manager to provision a Citrix ADC VPX instance, you have two op‑
tions:

• Enter the IP address, gateway, and netmask manually
• Assign the IP address, gateway, and netmask automatically (auto‑provisioning)

You can use two kinds of images to provision a Citrix ADC VPX instance:

• RAW
• QCOW2
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You can convert a Citrix ADC VPX RAW image to a QCOW2 image and provision the Citrix ADC VPX in‑
stance. To convert the RAW image to a QCOW2 image, type the following command:

qemu‑img convert ‑O qcow2 original‑image.raw image‑converted.qcow

For example:
qemu‑img convert ‑O qcow2 NSVPX‑KVM‑11.1‑12.5_nc.raw NSVPX‑KVM‑11.1‑12.5_nc.qcow

A typical Citrix ADC VPX deployment on KVM includes the following steps:

• Checking prerequisites for Auto‑Provisioning a Citrix ADC VPX Instance
• Provisioning the Citrix ADC VPX Instance by Using a RAW Image
• Provisioning the Citrix ADC VPX Instance by Using a QCOW2 Image
• Adding Additional Interfaces to a VPX Instance by using Virtual Machine Manager

Check prerequisites for auto‑provisioning a Citrix ADC VPX instance

Auto‑provisioning is an optional feature, and it involves using data from the CDROM drive. If this fea‑
ture is enabled, you need not enter themanagement IP address, networkmask, and default gateway
of the Citrix ADC VPX instance during initial setup.
You need to complete the following tasks before you can auto‑provision a VPX instance:

1. Create a customized Open Virtualization Format (OVF) XML file or userdata file.
2. Convert the OVF file into an ISO image by using an online application (for example PowerISO).
3. Mount the ISO image on the the KVM host by using any secure copy (SCP)‑based tools.

Sample OVF XML file:

Here’s is an example of the contents an OVF XML file, which you can use as a sample to create your
file.

<?xml version=”1.0”encoding=”UTF‑8”standalone=”no”?>

<Environment xmlns:oe=”http://schemas.dmtf.org/ovf/environment/1"

xmlns:xsi=”http://www.w3.org/2001/XMLSchema-instance"

oe:id=””

xmlns=”http://schemas.dmtf.org/ovf/environment/1"

xmlns:cs=”http://schemas.citrix.com/openstack"\>

<PlatformSection>

<Kind></Kind>

<Version>2016.1</Version>

<Vendor>VPX</Vendor>
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<Locale>en</Locale>

</PlatformSection>

<PropertySection>

<Property oe:key=”com.citrix.netscaler.ovf.version”oe:value=”1.0”/>

<Property oe:key=”com.citrix.netscaler.platform”oe:value=”NSVPX”/>

<Property oe:key=”com.citrix.netscaler.orch_env”oe:value=”KVM”/>

<Property oe:key=”com.citrix.netscaler.mgmt.ip”oe:value=”10.1.2.22”/>

<Property oe:key=”com.citrix.netscaler.mgmt.netmask”oe:value=”255.255.255.0”/>

<Property oe:key=”com.citrix.netscaler.mgmt.gateway”oe:value=”10.1.2.1”/>

</PropertySection>

</Environment>

In the OVF XML file above, “PropertySection”is used for NetScaler networking configuration. When
you create the file, specify values for the parameters that are highlighted at the end of the example:

• Management IP address
• Netmask
• Gateway

Important:

If the OVF file is not properly XML formatted, the VPX instance is assigned the default network
configuration, not the values specified in the file.

Provision the Citrix ADC VPX instance by using a RAW image

The Virtual Machine Manager enables you to provision a Citrix ADC VPX instancy by using a RAW im‑
age.

To provision a Citrix ADC VPX instance by using the Virtual Machine Manager, follow these steps:

1. Open the Virtual Machine Manager (Application > System Tools > Virtual Machine Manager)
and enter the logon credentials in the Authenticatewindow.

2. Click the icon or right‑click localhost (QEMU) to create a new Citrix ADC VPX instance.
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3. In theName text box, enter a name for the new VM (for example, NetScaler‑VPX).

4. In the New VM window, under “Choose how you would like to install the operating system,”
select Import existing disk image, and then and click Forward.
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5. In the Provide the existing storage path field, navigate the path to the image. Choose the OS
type as UNIX and Version as FreeBSD 6.x. Then, click Forward.

6. UnderChooseMemory andCPU settings select the following settings, and then click Forward:

• Memory (RAM)—2048 MB
• CPUs—2
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7. Select the Customize configuration before install check box. Optionally, under Advanced
options you can you can customize the MAC address. Make sure the Virt Type selected is kvm
and the Architecture selected is x86_64. Click Finish.
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8. Select a NIC and provide the following configuration:

• Source device—ethX macvtap or Bridge
• Device model—virtio
• Source mode—Bridge
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9. Click Apply.

10. If you want to auto‑provision the VPX instance, see the section “Enabling Auto‑Provisioning
by Attaching a CDROMDrive”in this document. Otherwise, click Begin Installation. After you
have provisioned the Citrix ADC VPX on KVM, you can add additional interfaces.

Provision the Citrix ADC VPX instance by using a QCOW2 image

Using the Virtual Machine Manager, you can provision the Citrix ADC VPX instance by using a QCOW2
image.

To provision a Citrix ADC VPX instance by using a QCOW2 image, follow these steps:

1. Follow step 1 to step 8 in Provision the Citrix ADC VPX instance by using a RAW image.
Note: Ensure that you select qcow2 image in step 5 .

2. Select Disk 1 and click Advanced options.
3. Select qcow2 from the Storage format drop‑down list.
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4. Click Apply, and then click
Begin Installation. After you have provisioned the Citrix ADC VPX on KVM, you can add additional
interfaces.

Enable auto‑provisioning by attaching a CDROM drive

1. Click AddHardware > Storage > Device type > CDROM device.

2. Click Manage and selec the correct ISO file that you mounted in the “Prerequisites for Auto‑
Provisioning a Citrix ADC VPX Instance” section, and click Finish. A new CDROM under Resources on
your Citrix ADC VPX instance is created.
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3. Power on the VPX instance, and it auto‑provisions with the network configuration provided in the
OVF file, as shown in the example screen capture.
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4. If auto‑provision fails, the instance comes up with the default IP address (192.168.100.1). In that
case, you need to complete the initial configurationmanually. For more information, see Configuring
a NetScaler for the First Time.

Add additional interfaces to the Citrix ADC VPX instance by using Virtual Machine
Manager

After you have provisioned the NetScaler VPX instance on KVM, you can add additional interfaces.

To add additional interfaces, follow these steps.

1. Shut down the NetScaler VPX instance running on the KVM.

2. Right‑click the VPX instance and chooseOpen from the pop‑upmenu.

3. Click the icon in the header to view the virtual hardware details.

4. Click Add Hardware. In the Add New Virtual Hardware window, select Network from the
navigation menu.
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5. In Host Device field, select the physical interface type. The host device type can be either
Bridge or MacVTap. In case of MacVTap, fourmodes possible are VEPA, Bridge, Private and Pass‑
through.

a) For Bridge

i. Host device—Select the “Specify shared device name”option.
ii. Provide the Bridge name that is configured in the KVM host.

Note: Make sure that you have configured a Linux bridge in the KVM host, bound the
physical interface to the bridge, and put the bridge in the UP state.
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iii. Device model—virtio.
iv. Click Finish.

b) For MacVTap

i. Host device—Select the physical interface from themenu.
ii. Device model—virtio.
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iii. Click Finish. You can view the newly added NIC in the navigation pane.
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iv. Select the newly added NIC and select the Source mode for this NIC. The available
modes are VEPA, Bridge, Private, and Passthrough. For more details on the interface
andmodes, see Source Interface and Modes.

v. Click Apply.

6. If youwant to auto‑provision the VPX instance, see the section “Adding a Config Drive to Enable
Auto‑Provisioning”in this document. Otherwise, power on the VPX instance to complete the
initial configuration manually.

Important:

Interface parameter configurations such as speed, duplex, and autonegotiation are not
supported.

Configure a Citrix ADC VPX instance to use SR‑IOV network interfaces

November 13, 2024

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 103



NetScaler VPX 12‑1

You can configure a Citrix ADC VPX instance running on Linux‑KVM platform using single root I/O virtu‑
alization (SR‑IOV) with the following NICs:

• Intel 82599 10G
• Intel X710 10G
• Intel XL710 40G
• Intel X722 10G

This section describes how to:

• Configure a Citrix ADC VPX Instance to Use SR‑IOV Network Interface
• Configure Static LA/LACP on the SR‑IOV Interface
• Configure VLAN on the SR‑IOV Interface

Limitations

Keep the limitations in mind while using Intel 82599, X710, XL710, and X722 NICs. The following fea‑
tures not supported.

Limitations for Intel 82599 NIC:

• L2 mode switching.
• Admin partitioning (shared VLANmode).
• High availability (active‑active mode).
• Jumbo frames.
• IPv6: You can configure only up to 30 unique IPv6 addresses in a VPX instance if you’ve at least
one SR‑IOV interface.

• VLAN configuration on Hypervisor for SRIOV VF interface through “ip link”command is not sup‑
ported.

• Interface parameter configurations such as speed, duplex, and autonegotiations are not sup‑
ported.

Limitations for Intel X710 10G, Intel XL710 40G, and Intel X722 10G NICs:

• L2 mode switching.
• Admin partitioning (shared VLANmode).
• In a cluster, Jumbo frames are not supported when the XL710 NIC is used as a data interface.
• Interface list reorders when interfaces are disconnected and reconnected.
• Interface parameter configurations such as speed, duplex, and auto negotiations are not sup‑
ported.

• Interface name is 40/X for Intel X710 10G, Intel XL710 40G, and Intel X722 10G NICs
• Up to 16 Intel XL710/X710/X722 SRIOV or PCI passthrough interfaces can be supported on a VPX
instance.
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Note:
For Intel X710 10G, Intel XL710 40G, and Intel X722 10G NICs to support IPv6, you need to enable
trust mode on the Virtual Functions (VFs) by typing the following command on the KVM host:

# ip link set <PNIC> <VF> trust on

Example:

# ip link set ens785f1 vf 0 trust on

Prerequisites

Before you configure a Citrix ADC VPX instance to use SR‑IOV network interfaces, complete the fol‑
lowing prerequisite tasks. See the NIC column for details about how to complete the corresponding
tasks.

Task Intel 82599 NIC
Intel X710, XL710, and X722
NICs

1. Add the NIC to the KVM
host.

‑ ‑

1. Download and install the
latest Intel driver.

IXGBE driver I40E driver

1. Blacklist the driver on the
KVM host.

Add the following entry in the
/etc/modprobe.d/blacklist.conf
file: blacklist ixgbevf. Use IXGBE
driver version 4.3.15
(recommended).

Add the following entry in the
/etc/modprobe.d/blacklist.conf
file: blacklist i40evf.Use i40e
driver version 2.0.26
(recommended).

4.Enable SR‑IOV Virtual
Functions (VFs) on the KVM
host. In both the commands in
the next two columns:
number_of_VFs =the number of
Virtual VFs that you want to
create. device_name =the
interface name.

If you are using earlier version
of kernel 3.8, then add the
following entry to the
/etc/modprobe.d/ixgbe file and
restart the KVM host: *options
ixgbe max_vfs=*.If you are
using kernel 3.8 version or later,
create VFs using the following
command: *echo >
/sys/class/net//device/s‑
riov_numvfs*. See example in
figure 1.

If you are using earlier version
of kernel 3.8, then add the
following entry to the
/etc/modprobe.d/i40e.conf file
and restart the KVM
host:*options i40e max_vfs=*.If
you are using kernel 3.8 version
or later, create VFs using the
following command: *echo >
/sys/class/net//device/s‑
riov_numvfs*.See example in
figure 2.
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Task Intel 82599 NIC
Intel X710, XL710, and X722
NICs

1. Make the VFs persistent
by adding the commands
that you used to create
VFs, to the rc.local file.

See example in figure 3. See example in figure 3.

Important:

When you create the SR‑IOV VFs, ensure that you do not assign MAC addresses to the VFs.

Figure 1: Enable SR‑IOV VFs on the KVM host for Intel 82599 10G NIC.

Figure 2: Enable SR‑IOV VFs on the KVM host for Intel X710 10G and XL710 40G NICs.

Figure 3: Enable SR‑IOV VFs on the KVM host for Intel X722 10G NIC.
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Figure 4: Make the VFs persistent.

Configure a Citrix ADC VPX instance to use SR‑IOV network interface

ToconfigureCitrix ADCVPX instance touseSR‑IOVnetwork interfacebyusingVirtualMachineManager,
complete these steps:

1. Power off the Citrix ADC VPX instance.

2. Select the Citrix ADC VPX instance and then select Open.
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3. In the <virtual_machine on KVM> window, select the i icon.
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4. Select Add Hardware.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 109



NetScaler VPX 12‑1

5. In the Add New Virtual Hardware dialog box, do the following:

a) Select PCI Host Device.
b) In the Host Device section, select the VF you have created and click Finish.

Figure 4: VF for Intel 82599 10G NIC
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Figure 5: VF for Intel XL710 40G NIC
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Figure 6: VF for Intel X722 10G NIC

6. Repeat Step 4 and 5 to add the VFs that you have created.

7. Power on the Citrix ADC VPX instance.

8. After the Citrix ADC VPX instance powers on, use the following command to verify the configura‑
tion:

1 show interface summary

The output shows all the interfaces that you configured.

Figure 6: output summary for Intel 82599 NIC.
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Figure 7. Output summary for Intel X710 and XL710 NICs.

Configure static LA/LACP on the SR‑IOV interface

Important:

When you are creating the SR‑IOV VFs, ensure that you do not assign MAC addresses to the VFs.

To use the SR‑IOV VFs in link aggregationmode, disable spoof checking for VFs that you have created.
On the KVM host, use the following command to disable spoof checking:

*ip link set \<interface\\_name\> vf \<VF\\_id\> spoofchk off*

Where:

• Interface_name –is the interface name.
• VF_id –is the Virtual Function id.

Example:
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After you disable spoof checking for all the VFs that you have created. Restart the Citrix ADC VPX in‑
stance and configure link aggregation. For detailed instructions, see Configuring Link Aggregation.

Configuring VLAN on the SR‑IOV Interface

You can configure VLAN on SR‑IOV VFs. For detailed instructions, see Configuring a VLAN.

Important:

Ensure that the KVM host does not contain VLAN settings for the VF interface.

Configure a Citrix ADC VPX instance to use PCI passthrough network
interfaces

November 13, 2024

After you have installed and configured a Citrix ADC VPX instance on the Linux‑KVM platform, you can
use the Virtual Machine Manager to configure the virtual appliance to use PCI passthrough network
interfaces.

Prerequisites

• The firmware version of the Intel XL710 Network Interface Card (NIC) on the KVM Host is 5.04.
• The KVM Host supports input–output memory management unit (IOMMU) and Intel VT‑d, and
they are enabled in the BIOS of the KVM Host. On the KVM Host, to enable IOMMU, add the
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following entry to the /boot/grub2/grub.cfg file:
intel_iommu=1

• Execute the following command and reboot the KVM Host:
Grub2‑mkconfig –o /boot/grub2/grub.cfg

To configure Citrix ADC VPX instances to use PCI passthrough network interfaces by using the
Virtual Machine Manager:

1. Power off the Citrix ADC VPX instance.

2. Select the Citrix ADC VPX instance and clickOpen.

3. In the <virtual_machine on KVM>window, click the i icon.
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4. Click Add Hardware.

5. In the Add New Virtual Hardware dialog box, do the following:

a. Select PCI Host Device.

b. In theHost Device section, select the Intel XL710 physical function.

c. Click Finish.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 116



NetScaler VPX 12‑1

6. Repeat steps 4 and 5 to add any additional Intel XL710 physical functions.

7. Power on the Citrix ADC VPX instance.

8. Once the Citrix ADC VPX instance powers on, you can use the following command to verify the
configuration:

The output should show all the interfaces that you configured:
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Provision the Citrix ADC VPX instance by using the virsh program

November 13, 2024

The virsh program is a command line tool for managing VM Guests. Its functionality is similar to that
of Virtual Machine Manager. It enables you to change a VM Guest’s status (start, stop, pause, and so
on), to set up new Guests and devices, and to edit existing configurations. The virsh program is also
useful for scripting VM Guest management operations.

To provision Citrix ADC VPX by using the virsh program, follow these steps:

1. Use the tar command tountar the theCitrixADCVPXpackage. TheNSVPX‑KVM‑*_nc.tgzpackage
contains following components:

• The Domain XML file specifying VPX attributes [NSVPX‑KVM‑*_nc.xml]
• Check sum of NS‑VM Disk Image [Checksum.txt]
• NS‑VM Disk Image [NSVPX‑KVM‑*_nc.raw]

Example:

1 tar -xvzf NSVPX-KVM-10.1-117_nc.tgz
2 NSVPX-KVM-10.1-117_nc.xml
3 NSVPX-KVM-10.1-117_nc.raw
4 checksum.txt
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2. Copy the NSVPX‑KVM‑*_nc.xml XML file to a file named <DomainName>‑NSVPX‑KVM‑*_nc.xml.
The <DomainName> is also the name of the virtual machine. Example:

1 cp NSVPX-KVM-10.1-117_nc.xml NetScaler-VPX-NSVPX-KVM-10.1-117_nc.
xml

3. Edit the <DomainName>‑NSVPX‑KVM‑*_nc.xml file to specify the following parameters:

• name—Specify the name.
• mac—Specify the MAC address.
Note: The domain name and the MAC address have to be unique.

• sourcefile—Specify the absolute disk‑image source path. The file path has to be absolute.
You can specify the path of the RAW image file or a QCOW2 image file.
If youwant to specify a RAW image file, specify the disk image source path as shown in the
following example:

Example:

1 *          \<name\>NetScaler-VPX\</name\>
2                 \<mac address='52:54:00:29:74:b3'/\>
3                 \<source file='/root/NSVPX-KVM-10.1-117\_nc.raw'

/\>*

Specify the absolute QCOW2 disk‑image source path and define the driver type as qcow2,
as shown in the following example:

Example:

1 *          \<name\>NetScaler-VPX\</name\>
2                 \<mac address='52:54:00:29:74:b3'/\>
3                 \<driver name ='qemu' type='qcow2'/\>
4                 \<source file='/root/NSVPX-KVM-10.1-117\_nc.qcow'

/\>*

1. Edit the \<DomainName\>-NSVPX-KVM-\*\\_nc.xml file to configure the networking
details:

• source dev—specify the interface.
• mode—specify the mode. The default interface isMacvtap Bridge.

Example: Mode: MacVTap Bridge Set target interface as ethx andmode as bridge Model type as
virtio

1 <interface type='direct'>
2 <mac address='52:54:00:29:74:b3'/>
3 <source dev='eth0' mode='bridge'/>
4 <target dev='macvtap0'/>
5 <model type='virtio'/>
6 <alias name='net0'/>
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7 <address type='pci' domain='0x0000' bus='0x00' slot='0x03'
function='0x0'/>

8 </interface>

Here, eth0 is the physical interface attached to the VM.

2. Define the VMattributes in the <DomainName>‑NSVPX‑KVM‑*_nc.xml file by using the following
command: virsh define <DomainName>‑NSVPX‑KVM‑*_nc.xml Example:

1 virsh define NS-VPX-NSVPX-KVM-10.1-117_nc.xml

Start the VM by entering following command:
virsh start [

] Example

1 virsh start NetScaler-VPX

Connect the Guest VM through
the console virsh console [

] Example

3.4.
1 virsh console NetScaler-VPX

Add additional interfaces to Citrix ADC VPX instance using virsh program

After you have provisioned the Citrix ADC VPX on KVM, you can add additional interfaces.

To add additional interfaces, follow these steps:

1. Shut down the Citrix ADC VPX instance running on the KVM.

Edit the ‑NSVPX‑KVM‑*_nc.xml file using the
command: virsh edit [

]

2.

3. In the <DomainName>‑NSVPX‑KVM‑*_nc.xml file, append the following parameters:

a) For MacVTap

• Interface type—Specify the interface type as ‘direct’.
• Mac address—Specify the Mac address and make sure the MAC address is unique
across the interfaces.

• source dev—Specify the interface name.
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• mode—Specify themode; themodes supported are ‑ Bridge, VEPA, Private, and Pass‑
through

• model type—Specify the model type as virtio

Example:

Mode: MacVTap Pass‑through

Set target interface as
ethx, Mode as
bridge, andmodel type as
virtio

1 <interface type='direct'>
2 <mac address='52:54:00:29:74:b3'/>
3 <source dev='eth1' mode='passthrough'/>
4 <model type='virtio'/>
5 </interface>

Here eth1 is the physical interface attached to the VM.

b) For Bridge Mode

Note: Make sure that you have configured a Linux bridge in the KVM host, bound the phys‑
ical interface to the bridge, and put the bridge in the UP state.

• Interface type—Specify the interface type as ‘bridge’.
• Mac address—Specify the Mac address and make sure the MAC address is unique
across the interfaces.

• source bridge—Specify the bridge name.
• model type—Specify the model type as virtio

Example: Bridge Mode

1 <interface type='bridge'>
2 <mac address='52:54:00:2d:43:a4'/>
3 <source bridge='br0'/>
4 <model type='virtio'/>
5 </interface>

Manage the Citrix ADC VPX guest VMs

November 13, 2024

You can use the Virtual Machine Manager and the virsh program to perform management tasks such
as starting or stopping a VM Guest, setting up new guests and devices, editing existing configurations,
and connecting to the graphical console through Virtual Network Computing (VNC).
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Manage the VPX guest VMs by using Virtual Machine Manager

• List the VM guests

ThemainWindowof the Virtual MachineManager displays a list of all the VMGuests for each VM
host server it is connected to. Each VM Guest entry contains the virtual machine’s name, along
with its status (Running, Paused, or Shutoff) displayed as icon.

• Open a graphical console

Opening a Graphical Console to a VM Guest enables you to interact with the machine like you
would with a physical host through a VNC connection. To open the graphical console in the
Virtual Machine Manager, right‑click the VM Guest entry and select the Open option from the
pop‑upmenu.

• Start and shut down a guest

You can start or stop a VM Guest from the Virtual Machine Manager. To change the state of the
VM, right‑click the VM Guest entry and select Run or one of the Shut Down options from the
pop‑upmenu.

• Reboot a guest

You can reboot a VM Guest from the Virtual Machine Manager. To reboot the VM, right‑click the
VM Guest entry, and then select Shut Down > Reboot from the pop‑upmenu.
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• Delete a guest

Deleting a VM Guest removes its XML configuration by default. You can also delete a guest’s
storage files. Doing so completely erases the guest.

1. In the Virtual Machine Manager, right‑click the VM Guest entry.

2. Select Delete from the pop‑upmenu. A confirmation window opens.

Note:

The Delete option is enabled only when the VM Guest is shut down.

3. Click Delete.

4. To completely erase the guest, delete the associated .raw file by selecting the Delete Asso‑
ciated Storage Files check box.

Manage the Citrix ADC VPX guest VMs using the virsh program

• List the VM Guests and their current states.

To use virsh to display information about the Guests
virsh list –all
The command output displays all domains with their states.
Example output:

1 Id Name State
2 ----------------------------------
3 0 Domain-0 running
4 1 Domain-1 paused
5 2 Domain-2 inactive
6 3 Domain-3 crashed

• Open a virsh console.

Connect the Guest VM through the console
virsh console [<DomainID> | <DomainName> | <DomainUUID>]
Example:
virsh console NetScaler‑VPX

• Start and shut down a guest.

Guests can be started using the DomainName or Domain‑UUID.
virsh start [<DomainName> | <DomainUUID>]
Example
virsh start NetScaler‑VPX
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To shut down a guest:
virsh shutdown [<DomainID> | <DomainName> | <DomainUUID>]
Example:
virsh shutdown NetScaler‑VPX

• Reboot a guest

virsh reboot [<DomainID> | <DomainName> | <DomainUUID>]
Example:
virsh reboot NetScaler‑VPX

Delete a guest

To delete a Guest VM you need to shut‑down the Guest and un‑define the
<DomainName>‑NSVPX‑KVM‑*_nc.xml before you run the delete command.

1 virsh shutdown [<DomainID> | <DomainName> | <DomainUUID>]
2 virsh undefine [<DomainName> | <DomainUUID>]

Example:

1 virsh shutdown NetScaler-VPX
2 virsh undefine NetScaler-VPX

Note:

Thedelete commanddoesn’t removedisk image filewhich needs tobe removedmanually.

Provision the Citrix ADC VPX instance with SR‑IOV, on OpenStack

November 13, 2024

You can deploy high‑performance Citrix ADC VPX instances that use single‑root I/O virtualization (SR‑
IOV) technology, on OpenStack.

You can deploy a Citrix ADC VPX instance that uses SR‑IOV technology, onOpenStack, in three steps:

• Enable SR‑IOV Virtual Functions (VFs) on the host.
• Configure andmake the VFs available to OpenStack.
• Provision the Citrix ADC VPX on OpenStack.

Prerequisites

Ensure that you:
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• Add the Intel 82599 Network Interface Card (NIC) to the host.
• Download and Install the latest IXGBE driver from Intel.
• Blacklist the IXGBEVF driver on the host. Add the following entry in the /etc/mod‑
probe.d/blacklist.conf file: blacklist ixgbevf

Note:

The ixgbe driver version should be minimum 5.0.4.

Enable SR‑IOV VFs on the host

Do one of the following steps to enable SR‑IOV VFs:

• If you are using a kernel version earlier than 3.8, add the following entry to the /etc/mod‑
probe.d/ixgbe file and restart the host: options ixgbe max_vfs=<number_of_VFs>

• If you are using kernel 3.8 version or later, create VFs by using the following command:

1 echo <number_of_VFs> > /sys/class/net/<device_name>/device/
sriov_numvfs

Where:

• number_of_VFs is the number of Virtual Functions that you want to create.
• device_name is the interface name.

Important:

While you are creating the SR‑IOV VFs, make sure that you do not assign MAC addresses to the
VFs.

Here is an example of four VFs being created.

Make the VFs persistent, add the commands that you used to created VFs to the rc.local file. Here is
an example showing contents of rc.local file.
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For more information, see this Intel SR‑IOV Configuration Guide.

Configure andmake the VFs available to OpenStack

Follow the steps given at the link below to configure SR‑IOV on OpenStack: https://wiki.openstack.o
rg/wiki/SR‑IOV‑Passthrough‑For‑Networking.

Provision the Citrix ADC VPX instance on OpenStack

You can provision a Citrix ADC VPX instance in an Openstack environment by using the OpenStack
CLI.

Provisioning a VPX instance, optionally involves using data from the config drive. The config drive is a
special configurationdrive that attaches to the instancewhen it boots. This configurationdrive canbe
used to pass networking configuration information such as management IP address, network mask,
and default gateway etc. to the instance before you configure the network settings for the instance.

WhenOpenStackprovisions a VPX instance, it first detects that the instance is booting in anOpenStack
environment, by reading a specific BIOS string (OpenStack Foundation) that indicatesOpenStack. For
Red Hat Linux distributions, the string is stored in /etc/nova/release. This is a standard mechanism
that is available in all OpenStack implementations based on KVM hyper‑visor platform. The drive
should have a specific OpenStack label. If the config drive is detected, the instance attempts to read
the following information from the file name specified in the nova boot command. In the procedures
below, the file is called “userdata.txt.”

• Management IP address
• Network mask
• Default gateway

Once the parameters are successfully read, they are populated in the NetScaler stack. This helps in
managing the instance remotely. If the parameters are not read successfully or the config drive is not
available, the instance transitions to the default behavior, which is:
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• The instance attempts to retrieve the IP address information from DHCP.
• If DHCP fails or times‑out, the instance comes up with default network configuration
(192.168.100.1/16).

Provision the Citrix ADC VPX instance on OpenStack through CLI

You can provision a VPX instance in an OpenStack environment by using the OpenStack CLI. Here’s
the summary of the steps to provision a Citrix ADC VPX instance on OpenStack:

1. Extracting the .qcow2 file from the .tgz file

2. Building an OpenStack image from the qcow2 image

3. Provisioning a VPX instance

To provision a VPX instance in an OpenStack environment, do the following steps.

1. Extract the. qcow2 file from the .tqz file by typing the command:

1 tar xvzf <TAR file>
2
3 tar xvzf NSVPX-KVM-12.0-26.2_nc.tgz
4 NSVPX-KVM.xml
5 NSVPX-KVM-12.0-26.2_nc.qcow2

2. Build an OpenStack image using the .qcoz2 file extracted in step 1 by typing the following com‑
mand:

1 glance image-create --name="<name of the OpenStack image>" --
2 property hw_disk_bus=ide --is-public=
3  true --container-format=bare --disk-format=qcow2< <name of the
4 qcow2 file>
5
6 glance image-create --name="NS-VPX-12-0-26-2" --property
7 hw_disk_bus=ide --is-public=
8 true --container-format=bare --disk-format=qcow2< NSVPX-KVM-12.0-
9 26.2_nc.qcow2

The following illustration provides a sample output for the glance image‑create command.
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3. After an OpenStack image is created, provision the Citrix ADC VPX instance instance.

1 nova boot --image NSVPX-KVM-12.0-26.2 --config-drive=true --
userdata

2 ./userdata.txt --flavor m1. medium --nic net-id=3b258725-eaae-
3 455e-a5de-371d6d1f349f --nic port-id=218ba819-9f55-4991-adb6-
4 02086a6bdee2 NSVPX-10

In the above command, userdata.txt is the file which contains the details like, IP address, netmask,
and default gateway for the VPX instance. The userdata file is a user customizable file. NSVPX‑KVM‑
12.0‑26.2 is the name of the virtual appliance that youwant to provision. –nic port‑id=218ba819‑9f55‑
4991‑adb6‑02086a6bdee2 is the OpenStack VF.

The following illustration gives a sample output of the nova boot command.
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The following illustration shows a sample of the userdata.txt file. The values within the <PropertySec‑
tion></PropertySection> tags are the valueswhich is user configurable andholds the information like,
IP address, netmask,and default gateway.

1 <?xml version="1.0" encoding="UTF-8" standalone="no"?>
2 <Environment xmlns:oe="http://schemas.dmtf.org/ovf/environment/1"
3 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
4 oe:id=""
5 xmlns="http://schemas.dmtf.org/ovf/environment/1">
6 <PlatformSection>
7 <Kind>NOVA</Kind>
8 <Version>2013.1</Version>
9 <Vendor>Openstack</Vendor>

10 <Locale>en</Locale>
11 </PlatformSection>
12 <PropertySection>
13 <Property oe:key="com.citrix.netscaler.ovf.version" oe:value="1.0"

/>
14 <Property oe:key="com.citrix.netscaler.platform" oe:value="vpx"/>
15 citrix.com 4
16 <Property oe:key="com.citrix.netscaler.orch_env"
17 oe:value="openstack-orch-env"/>
18 <Property oe:key="com.citrix.netscaler.mgmt.ip"
19 oe:value="10.1.0.100"/>
20 <Property oe:key="com.citrix.netscaler.mgmt.netmask"
21 oe:value="255.255.0.0"/>
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22 <Property oe:key="com.citrix.netscaler.mgmt.gateway"
23 oe:value="10.1.0.1"/>
24 </PropertySection>
25 </Environment>

Additional supported Configurations: Creating and Deleting VLANs on SR‑IOV VFs from the
Host

Type the following command to create a VLAN on the SR‑IOV VF:

1 ip link show enp8s0f0 vf 6 vlan 10

In the above command “enp8s0f0”is the name of the physical function.

Example: vlan 10, created on vf 6

Type the following command to delete a VLAN on the SR‑IOV VF:

1 ip link show enp8s0f0 vf 6 vlan 0

Example: vlan 10, removed from vf 6

These steps complete the procedure for deploying a Citrix ADC VPX instance that uses SRIOV technol‑
ogy, on OpenStack.
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Configure a Citrix ADC VPX instance on KVM to use OVS DPDK‑based host
interfaces

November 12, 2024

You can configure a Citrix ADC VPX instance running on KVM (Fedora and RHOS) to use Open vSwitch
(OVS) with Data Plane Development Kit (DPDK) for better network performance. This document de‑
scribes how to configure the Citrix ADC VPX instance to operate on the vhost‑user ports exposed by
OVS‑DPDK on KVM host.

OVS is a multilayer virtual switch licensed under the open‑source Apache 2.0 license. DPDK is a set of
libraries and drivers for fast packet processing.

The following Fedora, RHOS, OVS, and DPDK versions are qualified for configuring a Citrix ADC VPX
instance:

Fedora RHOS

Fedora 25 RHOS 7.4

OVS 2.7.0 OVS 2.6.1

DPDK 16.11.12 DPDK 16.11.12

Prerequisites

Before you install DPDK, make sure the host has 1 GB hugepages.

For more information, see this DPDK system requirements documentation.
Here is the summary of the steps required to configuring a Citrix ADC VPX Instance on KVM to use OVS
DPDK‑based host interfaces:

• Install DPDK.
• Build and Install OVS.
• Create an OVS bridge.
• Attach a physical interface to the OVS bridge.
• Attach vhost‑user ports to the OVS data path.
• Provision a KVM‑VPX with OVS‑DPDK based vhost‑user ports.

Install DPDK

To install DPDK, follow the instruction given at this Open vSwitch with DPDK document .
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Build and install OVS

Download OVS from the OVS download page. Next, build and install OVS by using a DPDK datapath.
Follow the instructions given in the Installing Open vSwitch document.

For more detailed information, DPDK Getting Started Guide for Linux.

Create an OVS bridge

Depending on your need, type the Fedora or RHOS command to create an OVS bridge:

Fedora command:

1 > $OVS_DIR/utilities/ovs-vsctl add-br ovs-br0 -- set bridge ovs-br0
datapath_type=netdev

RHOS command:

1 ovs-vsctl add-br ovs-br0 -- set bridge ovs-br0 datapath_type=netdev

Attach physical interface to the OVS bridge

Bind the ports to DPDK and then attach them to the OVS bridge by typing the following Fedora or
RHOS commands:

Fedora command:

1 > $OVS_DIR/utilities/ovs-vsctl add-port ovs-br0 dpdk0 -- set Interface
dpdk0 type=dpdk  options:dpdk-devargs=0000:03:00.0

2
3 > $OVS_DIR/utilities/ovs-vsctl add-port ovs-br0 dpdk1 -- set Interface

dpdk1 type=dpdk  options:dpdk-devargs=0000:03:00.1

RHOS command:

1 ovs-vsctl add-port ovs-br0 dpdk0 -- set Interface dpdk0 type=dpdk
 options:dpdk-devargs=0000:03:00.0

2
3
4 ovs-vsctl add-port ovs-br0 dpdk1 -- set Interface dpdk1 type=dpdk

 options:dpdk-devargs=0000:03:00.1

The dpdk‑devargs shown as part of options specifies the PCI BDF of the respective physical NIC.

Attach vhost‑user ports to the OVS data path

Type the following Fedora or RHOS commands to attach vhost‑user ports to the OVS data path:

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 132

http://openvswitch.org/download/
http://docs.openvswitch.org/en/latest/intro/install/dpdk/
https://doc.dpdk.org/guides/linux_gsg/index.html


NetScaler VPX 12‑1

Fedora command:

1 > $OVS_DIR/utilities/ovs-vsctl add-port ovs-br0 vhost-user1 -- set
Interface vhost-user1 type=dpdkvhostuser -- set Interface vhost-
user1  mtu_request=9000

2
3 > $OVS_DIR/utilities/ovs-vsctl add-port ovs-br0 vhost-user2 -- set

Interface vhost-user2 type=dpdkvhostuser -- set Interface vhost-
user2  mtu_request=9000

4
5 chmod g+w  /usr/local/var/run/openvswitch/vhost*

RHOS command:

1 ovs-vsctl add-port ovs-br0 vhost-user1 -- set Interface vhost-user1
type=dpdkvhostuser -- set Interface vhost-user1  mtu_request=9000

2
3 ovs-vsctl add-port ovs-br0 vhost-user2 -- set Interface vhost-user2

type=dpdkvhostuser -- set Interface vhost-user2  mtu_request=9000
4
5 chmod g+w /var/run/openvswitch/vhost*

Provision a KVM‑VPXwith OVS‑DPDK‑based vhost‑user ports

You can provision a VPX instance on Fedora KVMwithOVS‑DPDK‑based vhost‑user ports only fromCLI
by using the following QEMU commands:
Fedora command:

1 qemu-system-x86_64 -name KVM-VPX -cpu host -enable-kvm -m 4096M \
2
3 -object memory-backend-file,id=mem,size=4096M,mem-path=/dev/hugepages,

share=on -numa node,memdev=mem \
4
5 -mem-prealloc -smp sockets=1,cores=2 -drive file=<absolute-path-to-disc

-image-file>,if=none,id=drive-ide0-0-0,format=<disc-image-format> \
6
7 -device ide-drive,bus=ide.0,unit=0,drive=drive-ide0-0-0,id=ide0-0-0,

bootindex=1 \
8
9 -netdev type=tap,id=hostnet0,script=no,downscript=no,vhost=on \

10
11 -device virtio-net-pci,netdev=hostnet0,id=net0,mac=52:54:00:3c:d1:ae,

bus=pci.0,addr=0x3 \
12
13 -chardev socket,id=char0,path=</usr/local/var/run/openvswitch/vhost-

user1> \
14
15 -netdev type=vhost-user,id=mynet1,chardev=char0,vhostforce -device

virtio-net-pci,mac=00:00:00:00:00:01,netdev=mynet1,mrg_rxbuf=on \
16
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17 -chardev socket,id=char1,path=</usr/local/var/run/openvswitch/vhost-
user2> \

18
19 -netdev type=vhost-user,id=mynet2,chardev=char1,vhostforce -device

virtio-net
20
21 pci,mac=00:00:00:00:00:02,netdev=mynet2,mrg_rxbuf=on \
22
23 --nographic

For RHOS, use the following sample XML file to provision the Citrix ADC VPX instance, by using virsh.

<domain type=’kvm’>

<name>dpdk‑vpx1</name>

<uuid>aedb844b‑f6bc‑48e6‑a4c6‑36577f2d68d6</uuid>

<memory unit=’KiB’>16777216</memory>

<currentMemory unit=’KiB’>16777216</currentMemory>

<memoryBacking>

<hugepages>

<page size=’1048576’unit=’KiB’/>

</hugepages>

</memoryBacking>

<vcpu placement=’static’>6</vcpu>

<cputune>

<shares>4096</shares>

<vcpupin vcpu=’0’cpuset=’0’/>

<vcpupin vcpu=’1’cpuset=’2’/>

<vcpupin vcpu=’2’cpuset=’4’/>

<vcpupin vcpu=’3’cpuset=’6’/>

<emulatorpin cpuset=’0,2,4,6’/>

</cputune>

<numatune>

<memory mode=’strict’nodeset=’0’/>

</numatune>

<resource>
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<partition>/machine</partition>

</resource>

<os>

<type arch=’x86_64’machine=’pc‑i440fx‑rhel7.0.0’>hvm</type>

<boot dev=’hd’/>

</os>

<features>

<acpi/>

<apic/>

</features>

<cpumode=’custom’match=’minimum’check=’full’>

<model fallback=’allow’>Haswell‑noTSX</model>

<vendor>Intel</vendor>

<topology sockets=’1’cores=’6’threads=’1’/>

<feature policy=’require’name=’ss’/>

<feature policy=’require’name=’pcid’/>

<feature policy=’require’name=’hypervisor’/>

<feature policy=’require’name=’arat’/>

<domain type=’kvm’>

<name>dpdk‑vpx1</name>

<uuid>aedb844b‑f6bc‑48e6‑a4c6‑36577f2d68d6</uuid>

<memory unit=’KiB’>16777216</memory>

<currentMemory unit=’KiB’>16777216</currentMemory>

<memoryBacking>

<hugepages>

<page size=’1048576’unit=’KiB’/>

</hugepages>

</memoryBacking>

<vcpu placement=’static’>6</vcpu>
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<cputune>

<shares>4096</shares>

<vcpupin vcpu=’0’cpuset=’0’/>

<vcpupin vcpu=’1’cpuset=’2’/>

<vcpupin vcpu=’2’cpuset=’4’/>

<vcpupin vcpu=’3’cpuset=’6’/>

<emulatorpin cpuset=’0,2,4,6’/>

</cputune>

<numatune>

<memory mode=’strict’nodeset=’0’/>

</numatune>

<resource>

<partition>/machine</partition>

</resource>

<os>

<type arch=’x86_64’machine=’pc‑i440fx‑rhel7.0.0’>hvm</type>

<boot dev=’hd’/>

</os>

<features>

<acpi/>

<apic/>

</features>

<cpumode=’custom’match=’minimum’check=’full’>

<model fallback=’allow’>Haswell‑noTSX</model>

<vendor>Intel</vendor>

<topology sockets=’1’cores=’6’threads=’1’/>

<feature policy=’require’name=’ss’/>

<feature policy=’require’name=’pcid’/>

<feature policy=’require’name=’hypervisor’/>
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<feature policy=’require’name=’arat’/>

<feature policy=’require’name=’tsc_adjust’/>

<feature policy=’require’name=’xsaveopt’/>

<feature policy=’require’name=’pdpe1gb’/>

<numa>

<cell id=’0’cpus=’0‑5’memory=’16777216’unit=’KiB’memAccess=’shared’/>

</numa>

</cpu>

<clock offset=’utc’/>

<on_poweroff>destroy</on_poweroff>

<on_reboot>restart</on_reboot>

<on_crash>destroy</on_crash>

<devices>

<emulator>/usr/libexec/qemu‑kvm</emulator>

<disk type=’file’device=’disk’>

<driver name=’qemu’type=’qcow2’cache=’none’/>

<source file=’/home/NSVPX‑KVM‑12.0‑52.18_nc.qcow2’/>

<target dev=’vda’bus=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x07’function=’0x0’/>

</disk>

<controller type=’ide’index=’0’>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x01’function=’0x1’/>

</controller>

<controller type=’usb’index=’0’model=’piix3‑uhci’>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x01’function=’0x2’/>

</controller>

<controller type=’pci’index=’0’model=’pci‑root’/>

<interface type=’direct’>

<mac address=’52:54:00:bb:ac:05’/>
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<source dev=’enp129s0f0’mode=’bridge’/>

<model type=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x03’function=’0x0’/>

</interface>

<interface type=’vhostuser’>

<mac address=’52:54:00:55:55:56’/>

<source type=’unix’path=’/var/run/openvswitch/vhost‑user1’mode=’client’/>

<model type=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x04’function=’0x0’/>

</interface>

<interface type=’vhostuser’>

<mac address=’52:54:00:2a:32:64’/>

<source type=’unix’path=’/var/run/openvswitch/vhost‑user2’mode=’client’/>

<model type=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x05’function=’0x0’/>

</interface>

<interface type=’vhostuser’>

<mac address=’52:54:00:2a:32:74’/>

<source type=’unix’path=’/var/run/openvswitch/vhost‑user3’mode=’client’/>

<model type=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x06’function=’0x0’/>

</interface>

<interface type=’vhostuser’>

<mac address=’52:54:00:2a:32:84’/>

<source type=’unix’path=’/var/run/openvswitch/vhost‑user4’mode=’client’/>

<model type=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x09’function=’0x0’/>

</interface>

<serial type=’pty’>
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<target port=’0’/>

</serial>

<console type=’pty’>

<target type=’serial’port=’0’/>

</console>

<input type=’mouse’bus=’ps2’/>

<input type=’keyboard’bus=’ps2’/>

<graphics type=’vnc’port=’‑1’autoport=’yes’>

<listen type=’address’/>

</graphics>

<video>

<model type=’cirrus’vram=’16384’heads=’1’primary=’yes’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x02’function=’0x0’/>

</video>

<memballoonmodel=’virtio’>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x08’function=’0x0’/>

</memballoon>

</devices>

</domain

Points to note

In the XML file, the hugepage size must be 1 GB, as shown in the sample file.

<memoryBacking>

<hugepages>

<page size=’1048576’unit=’KiB’/>

</hugepages>

Also, in the sample file vhost‑user1 is the vhostuser port bound to ovs‑br0.

<interface type=’vhostuser’>

<mac address=’52:54:00:55:55:56’/>
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<source type=’unix’path=’/var/run/openvswitch/vhost‑user1’mode=’client’/>

<model type=’virtio’/>

<address type=’pci’domain=’0x0000’bus=’0x00’slot=’0x04’function=’0x0’/>

</interface>

To bring up the Citrix ADC VPX instance, start using virsh command.

Deploy a Citrix ADC VPX instance on AWS

November 13, 2024

You can launch a Citrix Citrix ADC VPX instance on AmazonWeb Services (AWS). The Citrix ADC VPX ap‑
pliance is available as an AmazonMachine Image (AMI) in AWSmarketplace. A Citrix ADC VPX instance
on AWS enables customer like you to leverage AWS Cloud computing capabilities and use Citrix ADC
load balancing and traffic management features for their business needs. The VPX instance supports
all the traffic management features of a physical Citrix ADC appliance, and they can be deployed as
standalone instances or in HA pairs.

This section includes the following topics:

• AWS terminology
• How a Citrix ADC VPX instance on AWS works
• Supported instance type, ENI, and IP addresses

AWS terminology

Here is a brief description of the terms used in this document. For more information, see AWS Glos‑
sary.

Term Defintion

Amazon Machine Image (AMI) A machine image, which provides the
information required to launch an instance,
which is a virtual server in the cloud.

Elastic Block Store Provides persistent block storage volumes for
use with Amazon EC2 instances in the AWS
Cloud.

Simple Storage Service (S3) Storage for the Internet. It is designed to make
web‑scale computing easier for developers.
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Term Defintion

Elastic Compute Cloud (EC2) A web service that provides secure, resizable
compute capacity in the cloud. It is designed to
make web‑scale cloud computing easier for
developers.

Elastic Load Balancing (ELB) Distributes incoming application traffic across
multiple EC2 instances, in multiple Availability
Zones. This increases the fault tolerance of your
applications.

Elastic network interface (ENI) A virtual network interface that you can attach to
an instance in a VPC.

Elastic IP (EIP) address A static, public IPv4 address that you have
allocated in Amazon EC2 or Amazon VPC and
then attached to an instance. Elastic IP
addresses are associated with your account, not
a specific instance. They are elastic because you
can easily allocate, attach, detach, and free them
as your needs change.

Instance type Amazon EC2 provides a wide selection of
instance types optimized to fit different use
cases. Instance types comprise varying
combinations of CPU, memory, storage, and
networking capacity and give you the flexibility
to choose the appropriate mix of resources for
your applications.

Identity and Access Management (IAM) An AWS identity with permission policies that
determine what the identity can and cannot do
in AWS. You can use an IAM role to enable
applications running on an EC2 instance to
securely access your AWS resources.IAM role is
required for deploying VPX instances in a
high‑availability setup.

Internet Gateway Connects a network to the Internet. You can
route traffic for IP addresses outside your VPC to
the Internet gateway.

Key pair A set of security credentials that you use to
prove your identity electronically. A key pair
consists of a private key and a public key.
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Term Defintion

Route tables A set of routing rules that controls the traffic
leaving any subnet that is associated with the
route table. You can associate multiple subnets
with a single route table, but a subnet can be
associated with only one route table at a time.

Security groups A named set of allowed inbound network
connections for an instance.

Subnets A segment of the IP address range of a VPC that
EC2 instances can be attached to. You can create
subnets to group instances according to security
and operational needs.

Virtual Private Cloud (VPC) A web service for provisioning a logically isolated
section of the AWS cloud where you can launch
AWS resources in a virtual network that you
define.

Auto Scaling A web service to launch or terminate Amazon
EC2 instances automatically based on
user‑defined policies, schedules, and health
checks.

CloudFormation A service for writing or changing templates that
create and delete related AWS resources
together as a unit.

How a Citrix ADC VPX instance on AWSworks

The Citrix ADC VPX instance is available as an AMI in AWS marketplace, and it can be launched as an
EC2 instancewithin anAWSVPC. TheCitrix ADCVPXAMI instance requires aminimumof 2 virtual CPUs
and 2 GB of memory. An EC2 instance launched within an AWS VPC can also provide the multiple
interfaces, multiple IP addresses per interface, and public and private IP addresses needed for VPX
configuration. Each VPX instance requires at least three IP subnets:

• A management subnet
• A client‑facing subnet (VIP)
• A back‑end facing subnet (SNIP,MIP, etc.)

Citrix recommends three network interfaces for a standard VPX instance on AWS installation.

AWS currently makes multi‑IP functionality available only to instances running within an AWS VPC. A
VPX instance in a VPC can be used to load balance servers running in EC2 instances. An Amazon VPC
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allows you to create and control a virtual networking environment, including your own IP address
range, subnets, route tables, and network gateways.

Note: By default, you can create up to 5 VPC instances per AWS region for each AWS account. You can
request higher VPC limits by submitting Amazon’s request form http://aws.amazon.com/contact‑
us/vpc‑request.

Figure 1. A Sample Citrix ADC VPX Instance Deployment on AWS Architecture

Figure 1 shows a simple topology of an AWS VPC with a
Citrix ADC VPX deployment. The AWS VPC has:

1. A single Internet gateway to route traffic in and out of the VPC.
2. Network connectivity between the Internet gateway and the Internet.
3. Three subnets, one each for management, client, and server.
4. Network connectivity between the Internet gateway and the two subnets (management and

client).
5. A standalone Citrix ADC VPX instance deployedwithin the VPC. The VPX instance has three ENIs,

one attached to each subnet.
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Supported instance type, ENI, and IP addresses

For more information about Amazon EC2 instances and IP addresses supported per NIC per instance
type:

• Instance types
• IP addresses per network interface per instance type

For higher bandwidth, Citrix recommends the following instance types:

Instance type Bandwidth Enhanced networking (SR‑IOV)

M4.10x large 3 Gbps and 5 Gbps Yes

C4.8x large 3 Gbps and 5 Gbps Yes

Limitations and usage guidelines

November 13, 2024

The following limitations and usage guidelines apply when deploying a Citrix ADC VPX instance on
AWS:

• Before you start, read the AWS terminology section in Deploy a Citrix ADC VPX instance on AWS.

• The clustering feature is not supported for VPX.

• For the high availability setup to work effectively, associate a dedicated NAT device to manage‑
ment Interface or associate EIP to NSIP. For more information on NAT, in the AWS documenta‑
tion, see NAT Instances.

• Data traffic and management traffic must be segregated with ENIs belonging to different sub‑
nets.

• Only the NSIP address must be present on the management ENI.

• If a NAT instance is used for security instead of assigning an EIP to the NSIP, appropriate VPC
level routing changes are required. For instructions on making VPC level routing changes, in
the AWS documentation, see Scenario 2: VPC with Public and Private Subnets.

• A VPX instance canbemoved fromoneEC2 instance type to another (for example, fromm3.large
to anm3.xlarge).

• For storage options for VPX on AWS, Citrix recommends EBS, because it is durable and the data
is available even after it is detached from instance.
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• Dynamic addition of ENIs to VPX is not supported. Restart the VPX instance to apply the update.
Citrix recommends you to stop the standalone or HA instance, attach the new ENI, and then
restart the instance.

• You can assign multiple IP addresses to an ENI. The maximum number of IP addresses per ENI
is determined by the EC2 instance type, see the section “IP Addresses Per Network Interface Per
Instance Type”in Elastic Network Interfaces. You must allocate the IP addresses in AWS before
you assign them to ENIs. For more information, see Elastic Network Interfaces.

• Citrix recommends that you avoid using the enable and disable interface commands on Citrix
ADC VPX interfaces.

• The Citrix ADC set ha node \<NODE\\_ID\> -haStatus STAYPRIMARY and set
ha node \<NODE\\_ID\> -haStatus STAYSECONDARY commands are disabled by
default.

• IPv6 is not supported for VPX.

• Due to AWS limitations, these features are not supported:

– Gratuitous ARP(GARP)
– L2 mode
– Tagged VLAN
– Dynamic Routing
– Virtual MAC (VMAC)

• For RNAT to work, ensure Source/Destination Check is disabled. For more information, see
“Changing the Source/Destination Checking”in Elastic Network Interfaces.

• In a Citrix ADC VPX deployment on AWS, in some AWS regions, the AWS infrastructure might
not be able to resolve AWS API calls. This happens if the API calls are issued through a nonman‑
agement interface on the Citrix ADC VPX instance.
As a workaround, restrict the API calls to the management interface only. To do that, create a
NSVLAN on the VPX instance and bind the management interface to the NSVLAN by using the
appropriate command.
For example:
set ns config ‑nsvlan <vlan id> ‑ifnum 1/1 ‑tagged NO
save config
Restart the VPX instance at the prompt. For more information about configuring NSVLAN,
see Configuring NSVLAN.

• In the AWS console, the vCPU usage shown for a VPX instance under theMonitoring tab might
be high (up to 100 percent), even when the actual usage is much lower. To see the actual vCPU
usage, use the VPX GUI or CLI.
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Prerequisites

November 13, 2024

Before attempting to create a VPX instance in AWS, ensure you have the following:

• An AWS account: to launch a Citrix ADC VPX AMI in an Amazon Web Services (AWS) Virtual Pri‑
vate Cloud (VPC). You can create an AWS account for free at .

• An AWS Identity and Access Management (IAM) user account: to securely control access to
AWS services and resources for your users. For more information about how to create an IAM
user account, see the topic Creating IAM Users (Console).

An IAM role is mandatory for both standalone and high availability deployments. The IAM role must
have the following privileges:

1 ec2:DescribeInstances
2 ec2:DescribeNetworkInterfaces
3 ec2:DetachNetworkInterface
4 ec2:AttachNetworkInterface
5 ec2:StartInstances
6 ec2:StopInstances
7 ec2:RebootInstances
8 ec2:DescribeAddresses
9 ec2:AssociateAddress

10 ec2:DisassociateAddress
11 ec2:AssignPrivateIpAddresses
12 ec2:UnAssignPrivateIpAddresses
13 autoscaling:*
14 sns:CreateTopic
15 sns:DeleteTopic
16 sns:ListTopics
17 sns:Subscribe
18 sqs:CreateQueue
19 sqs:ListQueues
20 sqs:DeleteMessage
21 sqs:GetQueueAttributes
22 sqs:SetQueueAttributes
23 iam:SimulatePrincipalPolicy
24 iam:GetRole

If you use the Citrix CloudFormation template, the IAM role is automatically created. The template
does not allow selecting an already created IAM role.

Note: When you log on the VPX instance through GUI, a prompt to configure the required privi‑
leges for IAM role appears. Ignore the prompt if you’ve already configured the privileges.

• AWS CLI: to use all the functionality provided by the AWS Management Console from your ter‑
minal program. For more information, see the AWS CLI user guide. You also need the AWS CLI
to change the network interface type to SR‑IOV.
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• Elastic Network Adapter (ENA): For ENA driver‑enabled instance type, the firmware version
must be 13.0 and above.

Deploy a Citrix ADC VPX standalone instance on AWS

November 14, 2024

You can deploy a Citrix ADC VPX standalone instance on AWS by using the following options:

• AWS web console
• Citrix‑authored CloudFormation template
• AWS CLI

This topic describes the procedure for deploying a Citrix ADC VPX instance on AWS.

Before you start your deployment, read the following topics:

• Prerequisites
• Limitation and usage guidelines

Deploy a Citrix ADC VPX instance on AWS by using the AWSweb console

You can deploy a Citrix ADC VPX instance on AWS through the AWS web console. The deployment
process includes the following steps:

1. Create a Key Pair
2. Create a Virtual Private Cloud (VPC)
3. Add additional subnets
4. Create security groups and security rules
5. Add route tables
6. Create an internet gateway
7. Create a Citrix ADC VPX instance
8. Create and attach additional network interfaces
9. Attach elastic IPs to the management NIC

10. Connect to the VPX instance

Step 1: Create a key pair.

Amazon EC2 uses a key pair to encrypt and decrypt logon information. To log on to your instance, you
must create a key pair, specify the name of the key pair when you launch the instance, and provide
the private key when you connect to the instance.
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When you review and launch an instance by using the AWS Launch Instancewizard, you are prompted
to use an existing key pair or create a new key pair. More more information about how to create a key
pair, see Amazon EC2 Key Pairs.

Step 2: Create a VPC.

A Citrix ADC VPC instance is deployed inside an AWS VPC. A VPC allows you to define virtual network
dedicated to your AWS account. For more information about AWS VPC, see Getting StartedWith Ama‑
zon VPC.

While creating a VPC for your Citrix ADC VPX instance, keep the following points in mind.

• Use the VPC with a Single Public Subnet Only option to create a AWS VPC in an AWS availability
zone.

• Citrix recommends that you create at least three subnets, of the following types:

– Onesubnet formanagement traffic. Youplace themanagement IP(NSIP)on this subnet.By
default elastic network interface (ENI) eth0 is used for management IP.

– One or more subnets for client‑access (user‑to‑Citrix ADC VPX) traffic, through which
clients connect to one or more virtual IP (VIP) addresses assigned to Citrix ADC load
balancing virtual servers.

– One or more subnets for the server‑access (VPX‑to‑server) traffic, through which your
servers connect to VPX‑owned subnet IP (SNIP) addresses. For more information about
Citrix ADC load balancing and virtual servers, virtual IP addresses (VIPs), and subnet IP
addresses (SNIPs), see:

– All subnets must be in the same availability zone.

Step 3: Add subnets.

When you used the VPC wizard, only one subnet was created. Depending on your requirement, you
might want to create additional subnets. For more information about how to create additional sub‑
nets, see Adding a Subnet to Your VPC.

Step 4: Create security groups and security rules.

To control inboundandoutbound traffic, create security groups andadd rules to the groups. Formore
information how to create groups and add rules, see Security Groups for Your VPC.

ForCitrix ADCVPX instances, theEC2wizardgivesdefault security groups,whicharegeneratedbyAWS
Marketplace and is based on recommended settings by Citrix. However, you can create additional
security groups based on your requirements.

Note:

Port 22, 80, 443 tobeopenedon theSecurity group for SSH,HTTP, andHTTPSaccess respectively.

Step 5: Add route tables.
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Route table contains a set of rules, called routes, that are used to determine where network traffic is
directed. Each subnet in your VPCmust be associatedwith a route table. Formore information about
how to create a route table, see Route Tables.

Step 6: Create an internet gateway.

An internet gateway serves two purposes: to provide a target in your VPC route tables for internet‑
routable traffic, and to perform network address translation (NAT) for instances that have been as‑
signed public IPv4 addresses.

Create an internet gateway for internet traffic. For more information about how to create an Internet
Gateway, see the section Attaching an Internet Gateway.

Step 7: Create a Citrix ADC VPX instance by using the AWS EC2 service.

To create a Citrix ADC VPX instance by using the AWS EC2 service, complete the following steps.

1. From the AWS dashboard, go to Compute > EC2 > Launch Instance > AWSMarketplace.

Before you click Launch Instance, ensure your region is correct by checking the note that ap‑
pears under Launch Instance.

2. In the Search AWS Marketplace bar, search with the keyword Citrix ADC VPX.

3. Select the version youwant to deploy and then click Select. For the Citrix ADC VPX version, you
the following options:

• A licensed version
• Citrix ADC VPX Express appliance (This is a free virtual appliance, which is available from
Citrix ADC 12.0 56.20.)

• Bring your own device

The Launch Instance wizard starts. Follow the wizard to create an instance. The wizard prompts you
to:

1 - Choose Instance Type
2 - Configure Instance
3 - Add Storage
4 - Add Tags
5 - Configure Security Group
6 - Review
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Step 8: Create and attach additional network interfaces.

Create two additional network interfaces for VIP and SNIP. For more information about how to create
additional network interfaces, see the Creating a Network Interface section.

After you’ve created the network interfaces, you must attach them to the VPX instance. Before at‑
taching the interface, shut down the VPX instance, attach the interface, and power on the instance.
For more information about how to attach network interfaces, see the Attaching a Network Interface
When Launching an Instance section.

Step 9: Allocate and associate elastic IPs.

If you assign a public IP address to an EC2 instance, it remains assigned only until the instance is
stopped. After that, the address is released back to the pool. When you restart the instance, a new
public IP address is assigned.

In contrast, an elastic IP (EIP) address remains assigned until the address is disassociated from an
instance.

Allocate and associate an elastic IP for themanagement NIC. Formore information about how to allo‑
cate and associate elastic IP addresses, see these topics:

• Allocating an Elastic IP Address
• Associating an Elastic IP Address with a Running Instance

These steps complete the procedure to create a Citrix ADC VPX instance on AWS. It can take a few
minutes for the instance to be ready. Check that your instance has passed its status checks. You can
view this information in the Status Checks column on the Instances page.

Step 10: Connect to the VPX instance.

After you’ve created the VPX instance, you connect the instance by using the GUI and an SSH client.

• GUI

The following are the default administrator credentials to access a Citrix ADC VPX instance

User name: nsroot

Password: The default password for the nsroot account is set to the AWS instance‑ID of the
Citrix ADC VPX instance.

• SSH client

From the AWSmanagement console, select the Citrix ADC VPX instance and click Connect. Fol‑
low the instructions given on the Connect to Your Instance page.
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For more information about how to deploy a Citrix ADC VPX standalone instance on AWS by
using the AWS web console, see:

• Scenario: standalone instance

• How to configure a Citrix NetScaler VPX instance on AWS by using Citrix CloudFormation tem‑
plate

Configure a Citrix ADC VPX instance by using the Citrix CloudFormation template

You can use the Citrix‑provided CloudFormation template to automate VPX instance launch. The tem‑
plate provides functionality to launch a single Citrix ADC VPX instance, or to create a high availability
environment with a pair of Citrix ADC VPX instances.

You can launch the template from AWSMarketplace or GitHub.

The CloudFormation template requires an existing VPC environment, and it launches a VPX instance
with three elastic network interfaces (ENIs). Before you start the CloudFormation template, ensure
that you complete the following requirements:

• An AWS virtual private cloud (VPC)
• Three subnets within the VPC: one for management, one for client traffic, and one for back‑end
servers

• An EC2 key pair to enable SSH access to the instance
• A security group with UDP 3003, TCP 3009–3010, HTTP, SSH ports open

See the “Deploy a Citrix ADC VPX Instance on AWS by Using the AWS Web Console”section or AWS
documentation for more information about how to complete the prerequisites.

Watch this video to learn about how to configure and launch a Citrix ADC VPX standalone instance by
using the Citrix CloudFormation template available in the AWS Marketplace.

Further, you configure and launch a Citrix ADC VPX Express standalone instance by using the Citrix
CloudFormation template available in GitHub:

https://github.com/citrix/citrix‑adc‑aws‑cloudformation/tree/master/templates/standalone/1nic/e
xpress‑single‑nic

An IAM role is not mandatory for a standalone deployment. However, Citrix recommends that you
create and attach an IAM role with the required privileges to the instance, for future need. The IAM
role ensures that the standalone instance is easily converted to a high availability node with SR‑IOV,
when required.

For more information about the required privileges, see Configuring Citrix ADC VPX instances to use
the SR‑IOV Network Interface.
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Configure a Citrix ADC VPX instance by using the AWS CLI

You can use the AWS CLI to launch instances. For more information, see the AWS Command Line In‑
terface Documentation.

Scenario: standalone instance

November 13, 2024

May 24, 2018

This scenario illustrates how to deploy a Citrix ADC VPX standalone EC2 instance in AWS by using the
AWS GUI. Create a standalone VPX instance with three NICs. The instance, which is configured as a
load balancing virtual server, communicates with backend servers (the server farm). For this config‑
uration, set up the required communication routes between the instance and the back‑end servers,
and between the instance and the external hosts on the public internet.

Formore details about the procedure for deploying a VPX instance., see Deploy a Citrix ADC VPX stand‑
alone instance on AWS.

Create three NICs. Each NIC can be configured with a pair of IP addresses (public and private). The
NICs serve the following purposes.

NIC Purpose Associated with

eth0 Serves management traffic
(NSIP)

A public IP address and a
private IP address
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NIC Purpose Associated with

eth1 Serves client‑side traffic (VIP) A public IP address and a
private IP address

eth1 Communicates with backend
servers (SNIP)

A public IP address (Private IP
address not mandatory)

Step 1: Create a VPC.

1. Log on to the AWS web console and navigate to Networking & Content Delivery > VPC. Click
Start VPCWizard.

2. Select VPCwith a Single Public Subnet and click Select.

3. Set the IP CIDR Block to 10.0.0.0/16, for this scenario.

4. Give a name for the VPC.

5. Set the public subnet to 10.0.0.0/24. (This is the management network).

6. Select an availability zone.

7. Give a give a name for the subnet.

8. Click Create VPC.

Step 2: Create additional subnets.

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. In the navigation pane, choose Subnets, Create Subnet after you enter the following details.

• Name tag: Provide a name for your subnet.
• VPC: Choose the VPC for which you’re creating the subnet.
• Availability Zone: Choose the availability zone in which you created the VPC in step 1.
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• IPv4 CIDR block: Specify an IPv4 CIDR block for your subnet. For this scenario, choose
10.0.1.0/24.

1. Repeat the steps to create onemore subnet for back‑end servers.

Step 3: Create a route table.

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. In the navigation pane, choose Route Tables > Create Route Table.

3. In the Create Route Table window, add a name and select the VPC that you created in step 1.
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4. Click Yes, Create.

The route table is assigned to all the subnets that you created for this VPC, so that routing of traffic
from instance in one subnet can reach an instance in another subnet.

1. Click Subnet Associations and then click Edit.

2. Click the management and client subnet and click Save. This creates a route table for internet
traffic only.

1. Click Routes > Edit > Add another route.

2. In theDestination field add 0.0.0.0/0, and click the Target field to select igw‑<xxxx> the Internet
Gateway that the VPCWizard created automatically.

3. Click Save.
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1. Follow the steps to create a route table for server‑side traffic.

Step 4: Create a Citrix ADC VPX instance.

1. Log on the AWSmanagement console and click EC2 under Compute.

2. Click AWSMarketplace. In the Search AWSMarketplace bar, type Citrix ADC VPX and press Enter.
The available Citrix ADC VPX editions are displayed.

3. Click Select to choose the desired Citrix ADC VPX edition. The EC2 instance wizard starts.

4. In the Choose Instance Type page, selectm4. Xlarge (recommended) and clickNext: Config‑
ure Instance Details.

5. In the Configure Instance Details page, select the following, and then click Next: Add Storage.

• Number of instances: 1
• Network: the VPC that created in Step 1
• Subnet: the management subnet
• Auto‑assign Public IP: Enable
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1. In the Add Storage page, select the default option, and click Next: Add Tags.

2. In the Add Tags page, add a name for the instance, and click Next: Configure Security Group.

3. In the Configure Security Group page, select the default option (which is generated by AWSMar‑
ketplace and is based on recommended settings by Citrix Systems) and then click Review and
Launch > Launch.

4. You are prompted to select an existing key pair or create and newkey pair. From the Select a key
pair drop‑down list, select the key pair that you created as a prerequisite (See the Prerequisite
section.)

5. Check the box to acknowledge the key pair and click Launch Instances.
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Launch Instance Wizard displays the Launch Status, and the instance appears in the list of instances
when it is fully launched.

The check instance, go the AWS console click EC2 > Running Instances. Select the instance and add a
name. Make sure the Instance State is running and Status Checks is complete.

Step 5: Create and attach more network interfaces.

When you created the VPC, only one network interface associatedwith it. Now add twomore network
interfaces to the VPC, for the VIP and SNIP.

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Network Interfaces.

3. Choose Create Network Interface.

4. For Description, enter a descriptive name.

5. For Subnet, select the subnet that you created previously for the VIP.

6. For Private IP, leave the default option.

7. For Security groups, select the group.

8. Click Yes, Create.
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1. After the network interface is created, add a name to the interface.

2. Repeat the steps to create a network interface for server‑side traffic.

Attach the network interfaces:

1. In the navigation pane, choose Network Interfaces.

2. Select the network interface and choose Attach.

3. In the Attach Network Interface dialog box, select the instance and choose Attach.

Step 6: Attach elastic IP to the NSIP.

1. From the AWSmanagement console, go toNETWORK & SECURITY > Elastic IPs.

2. Check for available free EIP to attach. If none, click Allocate new address.

3. Select the newly allocated IP address and choose Actions > Associate address.

4. Click theNetwork interface radio button.
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5. From the Network interface drop‑down list, select the management NIC.

6. From the Private IP drop‑downmenu, select the AWS‑generated IP address.

7. Select the Reassociation check box.

8. Click Associate.

Access the VPX instance:

After you’veconfigureda standaloneCitrix ADCVPX instancewith threeNICs,logon to theVPX instance
to complete the Citrix ADC‑side configuration. Use of the following options:

• GUI: Type the public IP of the management NIC in the browser. Log on by using nsroot as the
user name and the instance ID (i‑0c1ffe1d987817522) as the password.

• SSH: Open an ssh client and type:

ssh ‑i <location of your private key> nsroot@<public DNS of the instance>

To find the public DNS, click the instance, and click Connect.

Related information:

• To configure theCitrix ADC‑owned IP addresses (NSIP, VIP, andSNIP), see ConfiguringCitrix ADC‑
Owned IP Addresses.

• You’ve configured a BYOL version of the Citrix ADC VPX appliance, for more information see the
VPX Licensing Guide at http://support.citrix.com/article/CTX122426

Download a Citrix ADC VPX license

November 13, 2024

After the launch of Citrix ADC VPX‑customer licensed instance from the AWSmarketplace, a license is
required. For more information on VPX licensing, see Licensing overview.
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You have to:

1. Use the licensing portal within Citrix website to generate a valid license.
2. Upload the license to the instance.

If this is a paidmarketplace instance, then you do not need to install a license. The correct feature set
and performance activate automatically.

If you use a Citrix ADC VPX instance with amodel number higher than VPX 5000, the network through‑
putmight not be the same as specified by the instance’s license. However, other features, such as SSL
throughput and SSL transactions per second, might improve.

5 Gbps network bandwidth is observed in the c4.8xlarge instance type.

How tomigrate the AWS subscription to BYOL

This section describes the procedure to migrate from AWS subscription to Bring your own license
(BYOL), and conversely.

Do the following steps to migrate an AWS subscription to BYOL:

Note:

The Step 2 and Step 3 are done on the Citrix ADC VPX instance, and all other steps are done on
the AWS portal.

1. Create a BYOL EC2 instance using Citrix ADC VPX ‑ Customer Licensed in the same availability
zone as the old EC2 instance that has the same security group, IAM role, and subnet. The new
EC2 instance must have only one ENI interface.

2. To back up the data on the old EC2 instance using the Citrix ADC GUI, follow these steps.

a) Navigate to System > Backup and Restore.

b) In theWelcome page, click Backup/Import to start the process.
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c) In the Backup/Import page, fill in the following details:

• Name –Name of the backup file.
• Level –Select the backup level as Full.
• Comment –Provide a brief description of the backup.

d) ClickBackup. Once thebackup is complete, you can select the file anddownload it to your
local machine.

3. To restore the data on the new EC2 instance using the Citrix ADC GUI, follow these steps:

a) Navigate to System > Backup and Restore.

b) Click Backup/Import to start the process.

c) Select the Import option and upload the backup file.
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d) Select the file.

e) From the Select Action drop‑downmenu, select Restore.

f) On the Restore page, verify the file details, and click Restore.

g) After the restore, reboot the EC2 instance.

4. Move all interfaces (except themanagement interface towhich theNSIP address is bound) from
the old EC2 instance to the new EC2 instance. To move a network interface from one EC2 in‑
stance to another, follow these steps:

a) In the AWS Portal, stop both the old and new EC2 instances.

b) Navigate toNetwork Interfaces, and select the network interface attached to the old EC2
instance.

c) Detach the EC2 instance by clicking Actions > Detach.
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d) Attach the network interface to the new EC2 instance by clicking Actions > Attach. Enter
the EC2 instance name to which the network interface must be attached.

e) Do the Step 1 to Step 4 for all other interfaces that are attached. Make sure to follow the
sequence and maintain the interface order. That is, first detach interface 2 and attach it,
and then detach interface 3 and attach it, and so on.

5. You can’t detach the management interface from an old EC2 instance. So, move all the sec‑
ondary IP addresses (if any) on the management interface (primary network interface) of the
old EC2 instance to the new EC2 instance. Tomove an IP address from one interface to another,
follow these steps:

a) In the AWS Portal, make sure that both the old and new EC2 instances are in Stop state.

b) Navigate toNetwork Interfaces, and select the management network interface attached
to the old EC2 instance.

c) Click Actions > Manage IP Address, and make note of all the secondary IP addresses as‑
signed (if any).

d) Navigate to the management network interface or primary interface of the new EC2 in‑
stance.

e) Click Actions > Manage IP Addresses.

f) Under IPv4 Addresses, click Assign new IP address.

g) Enter the IP addresses, which are noted in the Step 3.
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h) Select Allow secondary private IP addresses to be reassigned check box.

i) Click Save.

6. Start thenewEC2 instance and verify the configuration. After all the configuration ismoved, you
can delete or keep the old EC2 instance as per your requirement.

7. If any EIP address is attached to theNSIP address of the old EC2 instance,move the old instance
NSIP address to the new instance NSIP address.

8. If youwant to revert to theold instance, then follow the samesteps in theoppositewaybetween
the old and new instance.

9. After you move from subscription instance to BYOL instance, a license is required. To install a
license follow these steps:

• Use the licensing portal in the Citrix website to generate a valid license.
• Upload the license to the instance. For more information, see VPX ADC ‑ Install a new li‑
cense.

Note:

When you move BYOL instance to subscription instance (paid marketplace instance), you need
not install the license. The correct feature set and performance is automatically activated.

Limitations

Themanagement interface can’t bemoved to the new EC2 instance. So Citrix recommends youman‑
ually configure the management interface. For more information, see Step 5 in the preceding proce‑
dure. A new EC2 instance is created with the exact replica of the old EC2 instance but only the NSIP
address has a new IP address.
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Load balancing servers in different availability zones

November 13, 2024

A VPX instance can be used to load balance servers running in the same availability zone, or in:

• A different availability zone (AZ) in the same AWS VPC
• A different AWS region
• AWS EC2 in a VPC

To enable a VPX instance to load balance servers running outside the AWS VPC that the
VPX instance is in, configure the instance to use EIPs to route traffic through the Internet gateway, as
follows:

1. Configure a SNIP on the Citrix ADC VPX instance by using the Citrix ADC CLI or the GUI.
2. Enable traffic to be routed out of the AZ, by creating a public facing subnet for the server‑side

traffic.
3. Add an Internet gateway route to the routing table, using the AWS GUI console.
4. Associate the routing table you just updated with the server‑side subnet.
5. Associate an EIP with the server‑side private IP address that is mapped to a Citrix ADC SNIP

address.

Deploy a high availability pair on AWS

November 13, 2024

You can configure two Citrix ADC VPX instances on AWS as a high availability (HA) active‑passive pair.
When you configure one instance as the primary node and the other as the secondary node, the pri‑
mary node accepts connections and manages servers. The secondary node monitors the primary. If
for any reason, the primary node is unable to accept connections, the secondary node takes over.

For more information on HA, see High availability.

Before you start your deployment, read the following topics:

• Prerequisites for the required IAM role privileges.
• Limitations and usage guidelines

The following figure shows an example of the HA deployment architecture for
Citrix ADC VPX instances on AWS.

Figure 1. A Citrix ADC VPX HA Pair on AWS
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You can deploy two VPX instances on AWS as an HA pair by using one of the following options:

• Create the instances with IAM Role manually by using the AWS Management Console and then
configure HA on them.

• Or automate the high availability deployment by using the Citrix CloudFormation template.

The CloudFormation template significantly decreases the number of steps involved for creating anHA
pair, and it automatically creates an IAM Role. This section shows how to deploy a Citrix ADC VPX HA
(active‑passive) pair by using the Citrix CloudFormation template.

Keep the following points in mind while deploying two Citrix ADC VPX instances as an HA pair.

Points to note

• HA on AWS requires the primary node to have at least two ENIs (one for management and the
other for data traffic), and the secondary node to have onemanagement ENI. However, for secu‑
rity purposes, create threeENIs on theprimarynode, because this setupallows you to segregate
private and public network (recommended).
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• The secondary node always has one ENI interface (for management) and the primary node can
have up to four ENIs.

• The NSIP addresses for each VPX instance in a high availability pair must be configured on the
default ENI of the instance.

• BecauseAmazondoesnot allowanybroadcast/multicast packets in AWS,HA is implementedby
migrating data‑plane ENIs from the primary to the secondary (new primary) VPX instancewhen
the primary VPX instance fails.

• Because the default (management) ENI cannot be moved to another VPX instance, do not use
the default ENI for client and server traffic (data‑plane traffic).

• Themessage AWSCONFIG IOCTL NSAPI_HOTPLUG_INTF success output 0 in the /var/log/ns.log
indicates that the two data ENIs have successfully attached to the secondary instance (the new
primary).

• Failover might take up to 20 seconds due to the AWS detach/attach ENI mechanism.
• Upon failover, the failed instance always restarts.
• The heartbeat packets are received only on the management interface.
• The configuration file of the primary and secondary VPX instances is synchronized, including
the nsroot password. The nsroot password of the secondary node is set to that of the primary
node after the HA configuration synchronization.

• To have access to the AWS API servers, either the VPX instance must have a public IP address
assigned or routingmust be set up correctly at VPC subnet level pointing to internet gateway of
the VPC

• Nameservers/DNS servers are configured at VPC level using DHCP options.
• The Citrix CloudFormation template does not create an HA setup between different availability
zones.

• The Citrix CloudFormation template does not create an INCmode.
• The AWS debugmessages are available in the log file, /var/log/ns.log, on the VPX instance.

Deploy a high availability pair by using the Citrix CloudFormation template

Before start the CloudFormation template, ensure that you complete the following requirements:

• A VPC
• Three subnets within the VPC
• A security group with UDP 3003, TCP 3009–3010, HTTP, SSH ports open
• A key pair
• Create an internet gateway
• Edit route tables for client andmanagement networks to point to the internet gateway
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Note:

TheCitrix CloudFormation template automatically creates an IAMRole. Existing IAMRoles donot
appear in the template.

To launch the Citrix CloudFormation template:

1. Log on to the AWSmarketplace by using your AWS credentials.

2. In the search field, typeNetScaler ADC VPX to search for the Citrix ADC AMI, and click Go.

3. On the search result page, click the desired Citrix ADC VPX offering.

4. Click the Pricing tab, to go to Pricing Information.

5. Select the region and Fulfillment Option asNetscaler AWS‑VPX Cluster.

6. Click Continue to Subscribe.

7. Check the details in the Subscribe page and click Continue to Subscribe.

8. Select Fulfillment Option as CloudFormation Template.

9. Select Software Version and click Continue to Launch.

10. Under Choose Action, select Launch CloudFormation, and click Launch.

11. The Select Template page appears. Click Next.

12. The Specify Details appears. Enter the following details.

1. Type a Stack name. The namemust be within 25 characters.

1. UnderHigh Availability Configuration, select Yes from themenu for Create HA pair?.

1. UnderVirtualPrivateNetworkConfiguration, select theVPC that you’vealready created forVPC
ID.

1 Type **Remote SSH CIDR IP**.
2
3 Type **Remote HTTP CIDR IP**.
4
5 Type **Remote HTTPS CIDR IP.**

Select the key pair that you’ve already created from the drop‑downmenu for Key Pair.

1. Under Network Interface Configuration

Select Management Subnetwork, Client Subnetwork, and Server Subnetwork. Ensure that you
select the correct subnetworks you created within the VPC that you selected under VPC ID in step c.

Add Primary Management IP, Secondary Management IP, Client IP, and Server IP. The IP
addresses must belong to the same subnets of the respective subnetworks. Alternatively, you can
let the template assign the IP addresses automatically.
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1. UnderOther Parameters

Selectm4.large for Instant Type.

Select default for Tenancy Type.

1. Click Next.

1. TheOptions page appears. (This is an optional page.). Click Next.

1. The Review page appears. Take amoment to review the settings andmake necessary changes
if necessary.

1.Select the I acknowledge that AWSCloudFormationmight create IAM resources. check box, and
then click Create.

1. The CREATE‑IN‑PROGRESS status appears. Wait until the status is CREATE‑COMPLETE. If the sta‑
tus does not change to “COMPLETE,”check the Events tab for the reason of failure and recreate the
instance with proper configurations.

1. After an IAM resource is created, go to EC2Management Console > Instances. Youwill find two
VPX instances createdwith IAM role. Theprimary node is createdwith threeprivate IP addresses
and three network interfaces.

The secondary node is created with one private IP address and one network interface.

Note:

The secondary node is createdwith one interface by default in AWS. During failover, the interface
from the primary node gets attached to the secondary node (the new primary node) and gets
detached from the original primary node (the new secondary node).

1. Log on to the primary node with user name nsroot and the instance ID as the password. From
the GUI, go to System > High Availability. The Citrix ADC VPX HA pair appears.

Next, configure the HA pairing on both the instances. Configure the instance with three ENIs before
configuring HA on the instance with one ENI). Use the add HA node command, from within the VPX
CLI, or from the GUI.

add HA node <private IP of the first instance>

add HA node <private IP of the second instance>

After you run the “add HA node”commands, the two nodes form an HA pair, and configuration infor‑
mation is synchronized between the two VPX instances.
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Configuring SR‑IOV on a high availability setup

Support for SR‑IOV interfaces in a high availability setup is available fromCitrix ADC release 12.0 57.19
onwards. For more information about how to configure SR‑IOV, see Configuring Citrix ADC VPX in‑
stances to Use SR‑IOV Network Interface.

Related resources

High availability across AWS availability zones

High availability across AWS availability zones

November 13, 2024

You can configure twoCitrix ADCVPX instances on twodifferent subnets or twodifferent AWSavailabil‑
ity zones, as a high availability active‑passive pair in Independent Network Configuration (INC)mode.
If for any reason, the primary node is unable to accept connections, the secondary node takes over.

For more information about high availability, see High availability. For more information about INC,
see Configuring high availability nodes in different subnets.

Points to note

• Read the following documents before you start your deployment:

– AWS terminology
– Prerequisites
– Limitations and usage guidelines

• The VPX high availability pair can either reside in the same availability zone in a different subnet
or in two different AWS availability zones.

• Citrix recommends that you use different subnets for management (NSIP), client traffic (VIP),
and back‑end server (SNIP).

• High availabilitymust be set in Independent Network Configuration (INC)mode for a failover to
work.

• The two instances also should have port 3003 open for UDP traffic as that is used for heartbeats.
• The management subnets of both the nodes should also have access to internet or to AWS API
server through internal NAT so that the rest APIs are functional.

• IAM role should have E2 permission for the public IP or elastic IP (EIP) migration.
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How high availability across AWS availability zones works

Upon failover, the EIP of the VIP of the primary instance migrates to the secondary, which takes over
as the new primary. In the failover process, AWS API

1. Checks the virtual servers that have IPSets attached to them.
2. Finds the IP address that has an associated public IP, from the two IP addresses the virtual

server is listening on. One that is directly attached to the virtual server, and one that is attached
through the IP set.

3. Reassociates the public IP (EIP) to the private IP belonging to the new primary VIP.

Note:

To protect your network fromattacks such as denial‑of‑service (DoS), when using an EIP, you can
create security groups in AWS to restrict the IP access. For high availability, you can switch from
EIP to a private IP movement solution as per your deployments.

How to deploy a VPX high availability pair across different AWS zones

The following is thesummaryof steps fordeployingaVPXpairon twodifferent subnetsor twodifferent
AWS availability zones.

1. Create an Amazon virtual private cloud.
2. Deploy two VPX instances in two different availability zones or in the same zone but in different

subnets.
3. Configure high availability

a) Set up high availability in INCmode in both the instances.
b) Add IP set in both the instances.
c) Bind IP set in both the instances to the VIP.
d) Add a virtual server in the primary instance.

For steps 1 and 2, use the AWS console. For steps 3, use the Citrix ADC VPX GUI or the CLI.

Step 1. Create an Amazon virtual private cloud (VPC).

Step 2. Deploy two VPX instance in twodifferent availability zones or in the same zone but in different
subnets. Attach an EIP to the VIP of the primary VPX.

Formore information about how to create a VPCanddeploy a VPX instanceonAWS, seeDeploy aCitrix
ADC VPX standalone instance on AWS and Scenario: standalone instance.

Step 3. Configure high availability. You can use the Citrix ADC VPX CLI or the GUI to set up high avail‑
ability.
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Configure high availability by using the CLI

1. Set up high availability in INCmode in both the instances.

On the primary node:

add ha node 1 <sec_ip> ‑inc ENABLED

On the secondary node:

add ha node 1 <prim_ip> ‑inc ENABLED

<sec_ip> refers to the private IP address of the management NIC of the secondary node

<prim_ip> refers to the private IP address of the management NIC of the primary node

2. Add IP set in both the instances.

Type the following command on both the instances.

add ipset <ipsetname>

1. Bind IP set to the VIP set on both the instances.

Type the following command on both the instances:

add ns ip <secondary vip> <subnet> ‑type VIP

bind ipset <ipsetname> <secondary VIP>

Note:

You can bind the IP set to the primary VIP or to the secondary VIP. However, if you bind the
IP set to the primary VIP, use the secondary VIP to add to the virtual server, and conversely.

2. Add a virtual server on the primary instance.

Type the following command:

add <server_type> vserver <vserver_name> <protocol> <primary_vip> <port> ‑ipset
<ipset_name>

Configure high availability by using the GUI

1. Set up high availability in INCmode on both the instances

2. Log on to the primary node with user name nsroot and instance ID as password.

3. From the GUI, go to Configuration > System >High Availability. Click Add.

4. At theRemote Node IP address field, add the private IP address of themanagement NIC of the
secondary node.
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5. Select Turn on NIC (Independent Network Configuration)mode on self node.

6. Under Remote System Login Credential, add the user name and password for the secondary
node and click Create.

7. Repeat the steps in the secondary node.

8. Add IP set and bind IP set to the VIP set on both the instances.

9. From the GUI, navigate to System >Network > IPs > Add.

10. Add the required values for IP Address, Netmask, IP Type (virtual IP) and click Create.

11. Navigate to System >Network > IP Sets > Add. Add an IP set name and click Insert.

12. From the IPV4s page, select the virtual IP and click Insert. Click Create to create the IP set.

13. Add a virtual server in the primary instance

From the GUI, go to Configuration > Traffic Management > Virtual Servers > Add.

Scenario

In this scenario, a single VPC is created. In that VPC, two VPX instances are created in two availability
zones. Each instane has three subnets ‑ one for management, one for client, and one for back‑end
server. An EIP is attached to the VIP of the primary node.

Diagram: This diagram illustrates the Citrix ADC VPX high availability setup in INCmode, on AWS
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For this scenario, use CLI to configure high availability.

1. Set up high availability in INCmode on both the instances.

Type the following commands on the primary and the secondary nodes.

On primary:

add ha node 1 192.168.6.82 ‑inc enabled

Here, 192.168.6.82 refers to the private IP address of the management NIC of the secondary
node.

On secondary:

add ha node 1 192.168.1.108 ‑inc enabled

Here, 192.168.1.108 refers to the private IP address of themanagementNIC of the primary node.

2. Add an IP set and bind the IP set to the VIP on both the instances

On primary:

add ipset ipset123

add ns ip 192.168.7.68 255.255.255.0 ‑type VIP

bindipset ipset123 192.168.7.68

On secondary:

add ipset ipset123

add ns ip 192.168.7.68 255.255.255.0 ‑type VIP
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bind ipset ipset123 192.168.7.68

3. Add a virtual server on the primary instance.

Type the following command:

add lbvserver vserver1 http 192.168.2.129 80 ‑ipset ipset123

4. Save the configuration.

5. After a forced failover, the secondary becomes the new primary.

Add back‑end AWS Autoscaling service

November 13, 2024

Efficient hosting of applications in a cloud involves easy and cost‑effectivemanagement of resources
depending on the application demand. To meet increasing demand, you have to scale network re‑
sources upward. Whether demand subsides, you need to scale down to avoid the unnecessary cost of
idle resources. To minimize the cost of running the application by deploying only as many instances
as are necessary during any given time, you constantly have tomonitor traffic, memory and CPU use,
and so on. However, monitoring trafficmanually is cumbersome. For the application environment to
scale up or down dynamically, you must automate the processes of monitoring traffic and of scaling
resources up and down whenever necessary.

Integrated with AWS Auto Scaling service, the Citrix ADC VPX instance provides the following advan‑
tages:

• Load balance andmanagement: Auto configures servers to scale up and scale down, depend‑
ing on demand. The VPX instance auto detects Autoscale groups in the back‑end subnet and
allows a user to select the Autoscale groups to balance the load. All of this is done by auto con‑
figuring the virtual and subnet IP addresses on the VPX instance.
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• High availability: Detects Autoscale groups that span multiple availability zones and
load‑balance servers.

• Better network availability: The VPX instance supports:

– Back‑end servers on different VPCs, by using VPC peering
– Back‑end servers on same placement groups
– Back‑end servers on different availability zones

• Graceful connection termination: Removes Autoscale servers gracefully, avoiding loss of
client connections when scale‑down activity occurs, by using the Graceful Timeout feature.

Diagram: AWS Autoscaling service with a Citrix ADC VPX Instance

This diagram illustrates how the AWS Autoscaling service is compatible with a Citrix ADC VPX instance
(Load balancing virtual server). For more information, see the following AWS topics.

• Autoscaling groups
• CloudWatch
• Simple Notification Service (SNS)
• Simple Queue Service (Amazon SQS)

Before you begin

Before you start using Autoscalingwith your Citrix ADCVPX instance, youmust complete the following
tasks.

1. Read the following topics:

• Prerequisites
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• Limitation and usage guidelines

2. Create a Citrix ADC VPX instance on AWS according to your requirement.

• For more information about how to create a Citrix ADC VPX standalone instance, see De‑
ploy a Citrix ADC VPX standalone instance on AWS and Scenario: standalone instance

• For more information about how to deploy VPX instances in HA mode, see Deploy a high
availability pair on AWS.

Note:

Citrix recommends the CloudFormation template for creating Citrix ADC VPX instances on
AWS.

Citrix recommends you create three interfaces: one formanagement (NSIP), one for client‑
facing LB virtual server (VIP), and one for subnet IP (NSIP).

3. Create an AWS Autoscale group. If you don’t have an existing Autoscaling configuration, you
must:

a) Create a Launch Configuration

b) Create an Autoscaling Group

c) Verify the Autoscaling Group

Formore information, see http://docs.aws.amazon.com/autoscaling/latest/userguide/Getting
StartedTutorial.html.

4. In the AWSAutoscale group, youmust specify at least one scale‑downpolicy. The Citrix ADCVPX
instance supports only the Step scaling policy. The Simple scaling policy and Target tracking
scaling policy are not supported for Autoscale group.

Add the AWS Autoscaling service to a Citrix ADC VPX instance

You can add the Autoscaling service to a VPX instance with a single click by using the GUI. Complete
these steps to add the Autoscaling service to the VPX instance:

1. Log on to the VPX instance by using your credentials for nsroot.

2. Whenyou logon to theCitrix ADCVPX instance for the first time, you see thedefault CloudProfile
page. Select the AWS Autoscaling group from the drop‑downmenu and click Create to create a
cloud profile. Click Skip if you want to create the cloud profile later.

Points to keep in mind while creating a Cloud Profile: By default the CloudFormation Template
creates and attaches the below IAM Role.

{
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“Version”: “2012‑10‑17”,

“Statement”: [

{

“Action”: [

“ec2:DescribeInstances”,

“ec2:DescribeNetworkInterfaces”,

“ec2:DetachNetworkInterface”,

“ec2:AttachNetworkInterface”,

”ec2:StartInstances”,

”ec2:StopInstances”,

”ec2:RebootInstances”,

“autoscaling:*”,

”sns:*”,

“sqs:*”

“iam: SimulatePrincipalPolicy”

“iam: GetRole”

],

“Resource”: “*”,

“Effect”: “Allow”

}

]

}

Ensure the IAM Role of instance has proper permissions.

• The virtual server IP address is autopopulated from the free IP address available to the VPX in‑
stance. https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/MultipleIP.html#ManageMu
ltipleIP

• Autoscale group is prepopulated from the Autoscale group configured on your AWS account. ht
tp://docs.aws.amazon.com/autoscaling/latest/userguide/AutoScalingGroup.html.

• While selecting the Autoscaling Group protocol and port, ensure your servers listen on those
protocol and ports, and you bind the correctmonitor in the service group. By default, TCPmon‑
itor is used.
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• For SSL Protocol type Autoscaling, after you create the Cloud Profile the load balance virtual
server or service group is down because of a missing certificate. You can bind the certificate to
the virtual server or service groupmanually.

• Select the Graceful Timeout option to remove Autoscale servers gracefully. If this option is not
selected the server is the Autoscale group is removed immediately after the load goes down,
which might cause service interruption for the existing connected clients. Selecting Graceful
and giving a timeout means in the event of scale down. The VPX instance does not remove the
server immediately but marks one of the servers for graceful deletion. During this period, the
instance does not allow new connections to this server. Existing connection are served until the
timeout occurs, and after timeout the VPX instance removes the server.

Figure: Default Cloud Profile page

3. After the first time logon if youwant to create Cloud Profile, on the GUI go toSystem>AWS>Cloud
Profile and click Add.
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The Create Cloud Profile configuration page appears.

Cloud Profile creates a Citrix ADC load‑balancing virtual server and a service group with members
as the servers of the Autoscaling group. Your back‑end servers must be reachable through the SNIP
configured on the VPX instance.
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Note:

ToviewAutoscale‑related information in theAWSconsole, go toEC2>Dashboard>AutoScaling
> Auto Scaling Group.

Configure a Citrix ADC VPX instance to use SR‑IOV network interface

November 13, 2024

Note

Support for SR‑IOV interfaces in a high availability setup is available from Citrix ADC release 12.0
57.19 onwards.

After you have created a Citrix ADC VPX instance on AWS, you can configure the virtual appliance to
use SR‑IOV network interfaces, by using AWS CLI.

In all Citrix ADC VPX models, except Citrix ADC VPX AWS Marketplace Editions of 3G and 5G, SR‑IOV is
not enabled in the default configuration of a network interface.

Before you start the configuration, read the following topics:

• Prerequisites
• Limitations and Usage Guidelines

This section includes the following topics:

• Change the Interface Type to SR‑IOV
• Configure SR‑IOV on a High Availability Setup

Change the interface type to SR‑IOV

You can run the show interface summary command to check the default configuration of a network
interface.

Example 1: The following CLI screen capture shows the configuration of a network interface where
SR‑IOV is enabled by default on Citrix ADC VPX AWS Marketplace Editions of 3G and 5G.
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Example 2: The following CLI screen capture shows the default configuration of a network interface
where SR‑IOV is not enabled.

Formore information about changing the interface type to SR‑IOV, see http://docs.aws.amazon.com/
AWSEC2/latest/UserGuide/sriov‑networking.html

To change the interface type to SR‑IOV:

1. Shut down the Citrix ADC VPX instance running on AWS.

2. To enable SR‑IOV on the network interface, type the following command in the AWS CLI.

$ aws ec2 modify‑instance‑attribute –instance‑id <instance_id> –sriov‑net‑support simple

3. To check if SR‑IOV has been enabled, type the following command in the AWS CLI.

$ aws ec2 describe‑instance‑attribute –instance‑id <instance_id> –attribute sriovNetSupport

Example 3: Network interface type changed to SR‑IOV, by using AWS CLI.

If SR‑IOV is not enabled, value for SriovNetSupport is absent.

Example 4: In the following example, SR‑IOV support is not enabled.
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3. Poweron theVPX instance. To see the changed statusof thenetwork interface, type “show interface
summary”in CLI.

Example 5: The following screen capture shows the network interfaces with SR‑IOV enabled. The
interfaces 10/1, 10/2, 10/3 are SR‑IOV enabled.

These steps complete the procedure to configure VPX instances to use SR‑IOV network interfaces.

Configure SR‑IOV on a high availability setup

High availability is supported with SR‑IOV interfaces from Citrix ADC release 12.0 build 57.19 on‑
wards.

If the high availability setup was deployed manually or by using the Citrix CloudFormation template
for Citrix ADC version 12.0 56.20 and lower, the IAM role attached to the high availability setup must
have the following privileges:

• ec2:DescribeInstances
• ec2:DescribeNetworkInterfaces
• ec2:DetachNetworkInterface
• ec2:AttachNetworkInterface
• ec2:StartInstances
• ec2:StopInstances
• ec2:RebootInstances
• autoscaling:*
• sns:*
• sqs:*
• iam:SimulatePrincipalPolicy
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• iam:GetRole

By default, the Citrix CloudFormation template for Citrix ADC version 12.0 57.19 automatically adds
the required privileges to the IAM role.

Note:

A high availability setup with SR‑IOV Interfaces take around 100 seconds of down time.

Related resources:

For more information about IAM roles, see AWS documentation.

Upgrade a Citrix ADC VPX instance on AWS

November 13, 2024

You can upgrade the EC2 instance type, throughput, software edition, and the system software of a
Citrix ADC VPX running on AWS. For certain types of upgrades, Citrix recommends using theHigh Avail‑
ability Configuration method to minimize downtime.

Note:

• Citrix ADC software release 10.1.e‑124.1308.e or later for a Citrix ADC VPX AMI (including
both utility license and customer license) does not support theM1 andM2 instance families.

• Becauseof changes in VPX instance support, downgrading from10.1.e‑124or a later release
to 10.1.123.x or an earlier release is not supported.

• Most of the upgrades do not require the launch of a new AMI, and the upgrade can be done
on the current Citrix ADC AMI instance. If you do want to upgrade to a new Citrix ADC AMI
instance, use the high availability configuration method.

Change the EC2 instance type of a Citrix ADC VPX instance on AWS

If your Citrix ADC VPX instances are running release 10.1.e‑124.1308.e or later, you can change the EC2
instance type from the AWS console as follows:

1. Stop the VPX instance.
2. Change the EC2 instance type from the AWS console.
3. Start the instance.

You canalso use the aboveprocedure to change the EC2 instance type for a release, earlier than 10.1.e‑
124.1308.e, unless you want to change the instance type to M3. In that case, youmust first follow the
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standard Citrix ADC upgrade procedure, at , to upgrade the Citrix ADC software to 10.1.e‑124 or a later
release, and then follow the above steps.

Upgrade the throughput or software edition of a Citrix ADC VPX instance on AWS

To upgrade the software edition (for example, to upgrade from Standard to Premium edition) or
throughput (for example, to upgrade from 200 mbps to 1000mbps), the method depends on the
instance’s license.

Using a customer license (Bring‑Your‑Own‑License)

If you are using a customer license, you can purchase and download the new license from the Citrix
website, and then install the license on the VPX instance. For more information about downloading
and installing a license from the Citrix website, see the VPX Licensing Guide.

Using a utility license (Utility license with hourly fee)

AWS does not support direct upgrades for fee‑based instances. To upgrade the software edition or
throughput of a fee based Citrix ADC VPX instance, launch a new AMI with the desired license and ca‑
pacity andmigrate theolder instance configuration to thenew instance. This canbeachievedbyusing
a Citrix ADC high availability configuration as described in Upgrade to a new Citrix ADC AMI instance
by using a Citrix ADC high availability configuration subsection in this page.

Upgrade the system software of a Citrix ADC VPX instance on AWS

If you need to upgrade a VPX instance running 10.1.e‑124.1308.e or a later release, follow the standard
Citrix ADC upgrade procedure at Upgrade and downgrade a Citrix ADC appliance.

If you need to upgrade a VPX instance running a release older than 10.1.e‑124.1308.e to 10.1.e‑
124.1308.e or a later release, first upgrade the system software, and then change the instance type to
M3 as follows:

1. Stop the VPX instance.
2. Change the EC2 instance type from the AWS console.
3. Start the instance.
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Upgrade to a new Citrix ADC AMI instance by using a Citrix ADC high availability
configuration

To use the high availabilitymethod of upgrading to a new Citrix ADC AMI instance, perform the follow‑
ing tasks:

• Create a new instance with the desired EC2 instance type, software edition, throughput, or soft‑
ware release from the AWSmarketplace.

• Configure high availability between the old instance (to be upgraded) and the new instance.
After high availability is configured between the old and the new instance, configuration from
the old instance is synchronized to the new instance.

• Force an HA failover from the old instance to the new instance. As a result, the new instance
becomes primary and starts receiving traffic.

• Stop, and reconfigure or remove the old instance from AWS.

Prerequisites and points to consider

• Ensure you understand how high availability works between two Citrix ADC VPX instances on
AWS. For more information about high availability configuration between two Citrix ADC VPX
instances on AWS, see Deploy a high availability pair on AWS.

• You must create the new instance in the same availability zone as the old instance, having the
exact same security group and subnet.

• High availability setup requires access and secret keys associated with the user’s AWS Identity
and Access Management (IAM) account for both instances. If the correct key information is not
used when creating VPX instances, the HA setup fails. For more information about creating an
IAM account for a VPX instance, see Prerequisites.

– You must use the EC2 console to create the new instance. You cannot use the AWS 1‑click
launch, because it does not accept the access and secret keys as the input.

– The new instance should have only one ENI interface.

To upgrade a Citrix ADC VPX Instance by using a high availability configuration, follow these steps:

1. Configure high availability between the old and the new instance. To configure high availability
between two Citrix ADC VPX instances, at the command prompt of each instance, type:

• add ha node <nodeID> <IPaddress of the node to be added>
• save config

Example:

At the command prompt of the old instance, type:
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1 add ha node 30 192.0.2.30
2 Done

At the command prompt of the new instance, type:

1 add ha node 10 192.0.2.10
2 Done

Note the following:

• In theHA setup, theold instance is theprimary nodeand thenew instance is the secondary
node.

• The NSIP IP address is not copied from the old instance to the new instance. Therefore,
after the upgrade, your new instance has a differentmanagement IP address from the pre‑
vious one.

• The nsroot account password of the new instance is set to that of the old instance after HA
synchronization.

For more information about high availability configuration between two Citrix ADC VPX
instances on AWS, see Deploy a high availability pair on AWS.

2. Force an HA failover. To force a failover in a high availability configuration, at the command
prompt of either of the instances, type:

1 force HA failover

As the result of forcing a failover, the ENIs of the old instance are migrated to the new instance and
traffic flows through the new instance (the new primary node). The old instance (the new secondary
node) restarts.
If the following warning message appears, type N to abort the operation:

1 [WARNING]:Force Failover may cause configuration loss, peer health
not optimum. Reason(s):

2 HA version mismatch
3 HA heartbeats not seen on some interfaces
4 Please confirm whether you want force-failover (Y/N)?

The warning message appears because the system software of the two VPX instances is not HA com‑
patible. As a result, the configuration of the old instance cannot be automatically synced to the new
instance during a forced failover.

Following is the workaround for this issue:

1. At the Citrix ADC shell prompt of the old instance, type the following command to create a
backup of the configuration file (ns.conf):
copy /nsconfig/ns.conf to /nsconfig/ns.conf.bkp
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2. Remove the following line from the backup configuration file (ns.conf.bkp):

set ns config -IPAddress \<IP\> -netmask \<MASK\>

For example, set ns config ‑IPAddress 192.0.2.10 ‑netmask 255.255.255.0

3. Copy the old instance’s backup configuration file (ns.conf.bkp) to the /nsconfig directory of the
new instance.

4. At the Citrix ADC shell prompt of the new instance, type the following command to load the old
instance’s configuration file (ns.conf.bkp) on the new instance:

batch -f /nsconfig/ns.conf.bkp

5. Save the configuration on the new instance.

Save conifg

6. At the command prompt of either of the nodes, type the following command to force a failover.
Then type Y, for the warning message to confirm the force failover operation:

force ha failover

Example:

1 force ha failover
2
3 [WARNING]:Force Failover may cause configuration loss, peer health

not optimum.
4 Reason(s):
5 HA version mismatch
6 HA heartbeats not seen on some interfaces
7 Please confirm whether you want force-failover (Y/N)? Y

7. Remove the HA configuration, so that the two instances are no longer in an HA configuration.
First remove the HA configuration from the secondary node and then remove the HA configura‑
tion from the primary node.

To remove an HA configuration between two Citrix ADC VPX instances, at the command prompt of
each instance, type:

1 > remove ha node \<nodeID\>
2 > save config

For more information about high availability configuration between two VPX instances on AWS, see
Deploy a high availability pair on AWS.

Example:

At the command prompt of the old instance (new secondary node), type:

1 > remove ha node 30
2 Done
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3 > save config
4 Done

At the command prompt of the new instance (new primary node), type:

1 > remove ha node 10
2 Done
3 > save config
4 Done

Troubleshoot a VPX instance on AWS

November 12, 2024

Amazon does not provide console access to a Citrix ADC VPX instance. To troubleshoot, you have to
use the AWS GUI to view the activity log. You can debug only if the network is connected. To view an
instance’s system log, right‑click the instance and select system log.

Citrix provides support for fee based Citrix ADC VPX instances (utility license with hourly fee) on AWS.
To file a support case, find your AWS account number and support PIN code, and call Citrix support.
Youwill also be asked for your name and email address. To find the support PIN, log on to the VPXGUI
and navigate to the System page.

Here is an example of a system page showing the support PIN.
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AWS FAQs

November 13, 2024

• Does a Citrix ADC VPX instance support the encrypted volumes in AWS?

Encryption and decryption happen at the hypervisor level, and hence it works seamlessly with
any instance. For more information about the encrypted volumes see the following AWS docu‑
ment:

https://docs.aws.amazon.com/kms/latest/developerguide/services‑ebs.html

• What is the best way to provision Citrix ADC VPX instance on AWS?

You can provision a Citrix ADC VPX instance on AWS by any of the following ways:

– AWS CloudFormation Template (CFT) in AWSmarketplace
– Citrix ADM
– AWS Quick Starts
– Citrix AWS CFTs in Git hub
– Citrix Terraform Scripts in Git hub
– Citrix Ansible Playbooks in Git hub
– AWS EC2 launch workflow

You can choose any of the listed options based on the automation tool that you use.

For more details about the options, see Citrix ADC VPX on AWS.

Deploy a Citrix ADC VPX instance on Microsoft Azure

November 13, 2024

When you deploy a Citrix ADC VPX instance on Microsoft Azure Resource Manager (ARM), you can use
the Azure cloud computing capabilities and use Citrix ADC load balancing and traffic management
features for your business needs. You can deploy Citrix ADC VPX instances on Azure ResourceManager
either as standalone instances or as high availability pairs in active‑standbymodes.

You can deploy a Citrix ADC VPX instance on the Microsoft Azure in two ways:

• Through Azure Marketplace. The Citrix ADC VPX virtual appliance is available as an image in the
Microsoft Azure Marketplace.

• Using theCitrix ADCAzureResourceManager (ARM) json template available onGitHub.Formore
information, see the GitHub repository for Citrix ADC solution templates.
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Prerequisite

You need some prerequisite knowledge before deploying a Citrix VPX instance on Azure.

• Familiarity with Azure terminology and network details. For information, see Azure terminol‑
ogy.

• Knowledge of a Citrix ADC appliance. For detailed information the Citrix ADC appliance, see
Citrix ADC

• Knowledge of Citrix ADC networking. See the Networking topic.

How a Citrix ADC VPX instance works on Azure

In an on‑premises deployment, a Citrix ADC VPX instance requires at least three IP addresses:

• Management IP address, called NSIP address
• Subnet IP (SNIP) address for communicating with the server farm
• Virtual server IP (VIP) address for accepting client requests

For more information, see Network architecture for Citrix ADC VPX instances on Microsoft Azure.

Note:

VPXvirtual appliances canbedeployedonany instance type that has twoormore Intel VT‑X cores
andmore than 2 GBmemory. For more information on system requirements, see Citrix ADC VPX
data sheet. Currently, Citrix ADC VPX instance supports only the Intel processors.

In an Azure deployment, you can provision a Citrix ADC VPX instance on Azure in three ways:

• Multi‑NIC multi‑IP architecture
• Single NIC multi IP architecture
• Single NIC single IP

Depending on your need, you can use any of these supported architecture types.

Multi‑NICmulti‑IP architecture

In this deployment type, you can have more than one network interfaces (NICs) attached to a VPX
instance. Any NIC can have one or more IP configurations ‑ static or dynamic public and private IP
addresses assigned to it.

For more information, see the following use cases:

• Configure a high‑availability setup with multiple IP addresses and NICs
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• Configure a high‑availability setup with multiple IP addresses and NICs by using PowerShell
commands

Note:

To avoid MACmoves and interfacemutes on Azure environments, Citrix recommends you to cre‑
ate a VLAN per data interface (without tag) of ADC VPX instance and bind the primary IP of NIC in
Azure. For more information, see CTX224626 article.

Single NICmulti IP architecture

In this deployment type, one network interfaces (NIC) associatedwithmultiple IP configurations ‑ sta‑
tic or dynamic public and private IP addresses assigned to it.
For more information, see the following use cases:

• Configure multiple IP addresses for a Citrix ADC VPX standalone instance
• Configure multiple IP addresses for a Citrix ADC VPX standalone instance by using PowerShell
commands

Single NIC single IP

In this deployment type, one network interfaces (NIC) associated with a single IP address, which is
used to perform the functions of NSIP, SNIP, and VIP.

For more information, see the following use case:

• Configure a Citrix ADC VPX standalone instance

Note:

The single IPmode is available only in Azure deployments. This mode is not available for a Citrix
ADC VPX instance on your premises, on AWS, or in other type of deployment.

Citrix ADC VPX licensing

A Citrix ADC VPX instance on Azure requires a license. The following licensing options are available for
Citrix ADC VPX instances running on Azure.

• Subscription‑based licensing: Citrix ADC VPX appliances are available as paid instances on
Azure Marketplace. Subscription‑based licensing is a pay‑as‑you‑go option. Users are charged
hourly. The following VPXmodels and license types are available on Azure Marketplace.
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VPXmodel License Type

VPX10 Standard, Advanced, Premium

VPX200 Standard, Advanced, Premium

VPX1000 Standard, Advanced, Premium

VPX3000 Standard, Advanced, Premium

Citrix provides technical support for subscription‑based license instances. To file a support case, see
Support for Citrix ADC on Azure –Subscription license with hourly price.

• Bring your own license (BYOL): If you bring your own license (BYOL), see the VPX Licensing
Guide at http://support.citrix.com/article/CTX122426. You have to:

– Use the licensing portal within Citrix website to generate a valid license.
– Upload the license to the instance.

• CitrixADCVPXCheck‑In/Check‑Out licensing: Formore information, seeCitrix ADCVPXCheck‑
In/Check‑Out Licensing.

Starting with Citrix ADC release 12.0 56.20, VPX Express for on‑premises and cloud deployments does
not require a license file. For more information on Citrix ADC VPX Express see the “Citrix ADC VPX
Express license”section in Citrix ADC Licensing Overview.

Note:

Regardless of the subscription‑based hourly license bought from Azure Marketplace, in rare
cases, the Citrix ADC VPX instance deployed on Azure might come up with a default Citrix ADC
license. This happens due to issues with Azure Instance Metadata Service (IMDS).

Do a warm restart before making any configuration change on the Citrix ADC VPX instance, to
enable the correct Citrix ADC VPX license.

Limitations

Running the Citrix ADC VPX load balancing solution on ARM imposes the following limitations:

• The Azure architecture does not accommodate support for the following Citrix ADC features:

– Clustering
– IPv6
– Gratuitous ARP (GARP)
‑ L2 Mode
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– Tagged VLAN
– Dynamic Routing
– Virtual MAC (VMAC)
– USIP
– Jumbo Frames

• If you expect that you might have to shut down and temporarily deallocate the Citrix ADC VPX
virtual machine at any time, assign a static Internal IP address while creating the virtual ma‑
chine. If you do not assign a static internal IP address, Azuremight assign the virtual machine a
different IP address each time it restarts, and the virtual machine might become inaccessible.

• In an Azure deployment, only the following Citrix ADC VPX models are supported: VPX 10, VPX
200, VPX 1000, and VPX 3000. For for information, see the Citrix ADC VPX Data Sheet.

If you use a Citrix ADC VPX instance with a model number higher than VPX 3000, the network
throughput might not be the same as specified by the instance’s license. However, other fea‑
tures, such as SSL throughput and SSL transactions per second, might improve.

• The “deployment ID”that is generated by Azure during virtual machine provisioning is not visi‑
ble to the user in ARM. You cannot use the deployment ID to deploy Citrix ADC VPX appliance on
ARM.

• The Citrix ADC VPX instance supports 20 Mb/s throughput and standard edition features when
it’s initialized.

• Citrix ADC VPX instances lower than D16sv3 that are configured for ICA Proxy can experience
a high degree of latency. Hence, Citrix recommends you to use the instance size of D16sv3 or
D32sv3.

• For Citrix Virtual Apps and Citrix Virtual Desktops deployment, a VPN virtual server on a VPX
instance can be configured in the following modes:

– Basicmode, where the ICAOnly VPN virtual server parameter is set to ON. The Basicmode
works fully on an unlicensed Citrix ADC VPX instance.

– SmartAccess mode, where the ICAOnly VPN virtual server parameter is set to OFF. The
SmartAccess mode works for only 5 Citrix ADC AAA session users on an unlicensed Citrix
ADC VPX instance.

Note:

To configure the SmartControl feature, youmust apply a Premium license to the Citrix ADC
VPX instance.
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Azure terminology

November 12, 2024

Some of the Azure terms that are used in the Citrix ADC VPX Azure documentation are listed below.

1. Azure Load Balancer –Azure load balancer is a resource that distributes incoming traffic among
computers in a network. Traffic is distributed among virtual machines defined in a load‑balancer set.
A load balancer can be external or internet‑facing, or it can be internal.

2. Azure Resource Manager (ARM) –ARM is the new management framework for services in Azure.
Azure Load Balancer is managed using ARM‑based APIs and tools.

3. Back‑End Address Pool –These are IP addresses associated with the virtual machine Network
Interface Card (NIC) to which load will be distributed.

4. BLOB ‑ Binary Large Object –Any binary object like a file or an image that can be stored in Azure
storage.

5. Front‑End IP Configuration –An Azure Load balancer can include one or more front‑end IP ad‑
dresses, also known as a virtual IPs (VIPs). These IP addresses serve as ingress for the traffic.

6. Instance Level Public IP (ILPIP) –An ILPIP is a public IP address that you can assign directly to
your virtual machine or role instance, rather than to the cloud service that your virtual machine or
role instance resides in. This does not take the place of the VIP (virtual IP) that is assigned to your
cloud service. Rather, it’s an additional IP address that you can use to connect directly to your virtual
machine or role instance.

Note: In the past, an ILPIP was referred to as a PIP, which stands for public IP.

7. Inbound NAT Rules –This contains rules mapping a public port on the load balancer to a port for
a specific virtual machine in the back end address pool.

8. IP‑Config ‑ It can be defined as an IP address pair (public IP and private IP) associated with an indi‑
vidual NIC. In an IP‑Config, the public IP address can be NULL. Each NIC can have multiple IP‑Config
associated with it, which can be upto 255.

9. LoadBalancingRules –A ruleproperty thatmapsagiven front‑end IPandport combination toa set
of back‑end IP addresses and port combination. With a single definition of a load balancer resource,
you can definemultiple load balancing rules, each rule reflecting a combination of a front end IP and
port and back end IP and port associated with virtual machines.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 196



NetScaler VPX 12‑1

10. Network Security Group (NSG) –NSG contains a list of Access Control List (ACL) rules that allow
or deny network traffic to your virtualmachine instances in a virtual network. NSGs can be associated
with either subnets or individual virtual machine instances within that subnet. When a NSG is associ‑
atedwith a subnet, the ACL rules apply to all the virtualmachine instances in that subnet. In addition,
traffic to an individual virtual machine can be restricted further by associating a NSG directly to that
virtual machine.

11. Private IP addresses –Used for communication within an Azure virtual network, and your on‑
premises networkwhen you use a VPN gateway to extend your network to Azure. Private IP addresses
allow Azure resources to communicate with other resources in a virtual network or an on‑premises
network through a VPN gateway or ExpressRoute circuit, without using an Internet‑reachable IP ad‑
dress. In the Azure Resource Manager deployment model, a private IP address is associated with the
following types of Azure resources –virtual machines, internal load balancers (ILBs), and application
gateways.

12. Probes –This contains health probes used to check availability of virtual machines instances in
the back end address pool. If a particular virtualmachine does not respond to health probes for some
time, then it is taken out of traffic serving. Probes enable you to keep track of the health of virtual
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instances. If a health probe fails, the virtual instance will be taken out of rotation automatically.

13. Public IP Addresses (PIP) –PIP is used for communication with the Internet, including Azure
public‑facing services and is associated with virtual machines, Internet‑facing load balancers, VPN
gateways, and application gateways.

14. Region ‑ An area within a geography that does not cross national borders and that contains
one or more datacenters. Pricing, regional services, and offer types are exposed at the region level. A
region is typically pairedwith another region, which can be up to several hundredmiles away, to form
a regional pair. Regional pairs can be used as amechanism for disaster recovery and high availability
scenarios. Also referred to generally as location.

15. Resource Group ‑ A container in Resource Manager holds related resources for an application.
The resource group can include all of the resources for an application, or only those resources that
are logically grouped together

16. Storage Account –An Azure storage account gives you access to the Azure blob, queue, table, and
file services in Azure Storage. Your storage account provides the unique namespace for your Azure
storage data objects.

17. Virtual Machine –The software implementation of a physical computer that runs an operating
system. Multiple virtual machines can run simultaneously on the same hardware. In Azure, virtual
machines are available in a variety of sizes.

18. Virtual Network ‑ An Azure virtual network is a representation of your own network in the cloud.
It is a logical isolation of the Azure cloud dedicated to your subscription. You can fully control the IP
address blocks, DNS settings, security policies, and route tables within this network. You can also fur‑
ther segment your VNet into subnets and launchAzure IaaS virtualmachines andcloud services (PaaS
role instances). Additionally, you can connect the virtual network to your on‑premises network using
one of the connectivity options available in Azure. In essence, you can expand your network to Azure,
with complete control on IP address blocks with the benefit of enterprise scale Azure provides.
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Network architecture for Citrix ADC VPX instances on Microsoft Azure

November 13, 2024

In Azure ResourceManager (ARM), a Citrix ADC VPX virtualmachine (VM) resides in a virtual network. A
singlenetwork interface canbecreated inagiven subnetof theVirtualNetworkandcanbeattached to
the VPX instance. You can filter network traffic to and from a VPX instance in an Azure virtual network
with a network security group. A network security group contains security rules that allow or deny
inbound network traffic to or outbound network traffic from a VPX instance. For more information,
see Security groups.

Network security group filters the requests to the Citrix ADC VPX instance, and the VPX instance sends
them to the servers. The response from a server follows the same path in reverse. The Network secu‑
rity group can be configured to filter a single VPX VM, or, with subnets and virtual networks, can filter

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 199

https://docs.microsoft.com/en-us/azure/virtual-network/security-overview


NetScaler VPX 12‑1

traffic in deployment of multiple VPX instances.

The NIC contains network configuration details such as the virtual network, subnets, internal IP ad‑
dress, and Public IP address.

While on ARM, it is good to know the following IP addresses that are used to access the VMs deployed
with a single NIC and a single IP address:

• Public IP (PIP) address is the internet‑facing IP address configured directly on the virtual NIC of
the NetScaler VM. This allows you to directly access a VM from the external network.

• Citrix ADC IP (also known as NSIP) address is internal IP address configured on the VM. It is non‑
routable.

• Virtual IP address (VIP) is configured by using the NSIP and a port number. Clients access
NetScaler services through the PIP address, and when the request reaches the NIC of the
NetScaler VPX VM or the Azure load balancer, the VIP gets translated to internal IP (NSIP) and
internal port number.

• Internal IP address is theprivate internal IP addressof theVM fromthevirtual network’s address
space pool. This IP address cannot be reached from the external network. This IP address is by
default dynamic unless you set it to static. Traffic from the internet is routed to this address
according to the rules created on the NSG. The NSG works with the NIC to selectively send the
right type of traffic to the right port on the NIC, which depends on the services configured on
the VM.

The following figure shows how traffic flows froma client to a server through aNetScaler VPX instance
provisioned in ARM.
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Traffic flow through network address translation

You can also request a public IP (PIP) address for your Citrix ADC VPX instance (instance level). If you
use this direct PIP at the VM level, you need not define inbound and outbound rules to intercept the
network traffic. The incoming request from the Internet is received on the VM directly. Azure per‑
forms network address translation (NAT) and forwards the traffic to the internal IP address of the VPX
instance.

The following figure shows how Azure performs network address translation to map the NetScaler
internal IP address.

In this example, the Public IP assigned to the NSG is 140.x.x.x and the internal IP address is 10.x.x.x.
When the inbound and outbound rules are defined, public HTTP port 80 is defined as the port on
which the client requests are received, and a corresponding private port, 10080, is defined as the
port on which the Citrix ADC VPX instance listens. The client request is received on the Public IP ad‑
dress (140.x.x.x). Azureperformsnetworkaddress translation tomap thePIP to the internal IP address
10.x.x.x on port 10080, and forwards the client request.

Note:

Citrix ADC VPX VMs in high availability are controlled by external or internal load balancers that
have inbound rules defined on them to control the load balancing traffic. The external traffic is
first intercepted by these load balancers and the traffic is diverted according to the load balanc‑
ing rules configured,whichhasback‑endpools, NAT rules, andhealthprobesdefinedon the load
balancers.

Port usage guidelines

You can configuremore inbound and outbound rules nNSGwhile creating the Citrix ADC VPX instance
or after the virtual machine is provisioned. Each inbound and outbound rule is associated with a
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public port and a private port.

Before configuring NSG rules, note the following guidelines regarding the port numbers you can
use:

1. The Citrix ADC VPX instance reserves the following ports. You cannot define these as private
ports when using the Public IP address for requests from the internet.
Ports 21, 22, 80, 443, 8080, 67, 161, 179, 500, 520, 3003, 3008, 3009, 3010, 3011, 4001, 5061, 9000,
7000.
However, if youwant internet‑facing services suchas theVIP tousea standardport (for example,
port 443) you have to create portmapping by using the NSG. The standard port is thenmapped
to a different port that is configured on the NetScaler for this VIP service.
For example, a VIP service might be running on port 8443 on the VPX instance but be mapped
to public port 443. So, when the user accesses port 443 through the Public IP, the request is
directed to private port 8443.

2. Public IP address does not support protocols in which port mapping is opened dynamically,
such as passive FTP or ALG.

3. High availability does not work for traffic that uses a public IP address (PIP) associated with a
VPX instance, instead of a PIP configured on the Azure load balancer.

Note:

In Azure Resource Manager, a Citrix ADC VPX instance is associated with two IP addresses ‑ a
public IP address (PIP) and an internal IP address. While the external traffic connects to the PIP,
the internal IP address or the NSIP is non‑routable. To configure VIP in VPX, use the internal IP
address and any of the free ports available. Do not use the PIP to configure VIP.

Configure a Citrix ADC VPX standalone instance

November 13, 2024

You can provision a single Citrix ADC VPX instance in Azure Resource Manager (ARM) portal in a stand‑
alone mode by creating the virtual machine and configuring other resources.

Before you begin

Ensure that you have the following:

• A Microsoft Azure user account
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• Access to Microsoft Azure Resource Manager
• Microsoft Azure SDK
• Microsoft Azure PowerShell

On the Microsoft Azure Portal page, log on to the Azure Resource Manager portal by providing your
user name and password.

Note:

In ARM portal, clicking an option in one pane opens a new pane to the right. Navigate from one
pane to another to configure your device.

Summary of configuration steps

1. Configure a resource group
2. Configure a network security group
3. Configure virtual network and its subnets
4. Configure a storage account
5. Configure an availability set
6. Configure a Citrix ADC VPX instance.

Configure a resource group

Create a new resource group that is a container for all your resources. Use the resource group to de‑
ploy, manage, andmonitor your resources as a group.

1. ClickNew >Management > Resource group.
2. In the Resource group pane, enter the following details:

• Resource group name
• Resource group location

3. Click Create.
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Configure a network security group

Create a network security group (NSG) to assign inbound and outbound rules to control the incoming
and outgoing traffic within the virtual network. NSG allows you to define security rules for a single
virtual machine and also to define security rules for a virtual network subnet.

1. ClickNew >Networking >Network security group.
2. In the Create network security group pane, enter the following details, and then click Create.

• Name ‑ type a name for the security group
• Resource group ‑ select the resource group from the drop‑down list

Note:

Ensure that you have selected the correct location. The list of resources that appear in the drop‑
down list is different for different locations.
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Configure a virtual network and subnets

Virtual networks in ARM provide a layer of security and isolation to your services. VMs and services
that are part of the same virtual network can access each other.

For these steps to create a virtual network and subnets.

1. Click New >Networking > Virtual Network.

2. In the Virtual Network pane, ensure the deployment mode is Resource Manager and click Cre‑
ate.

3. In the Create virtual network pane, enter the following values, and then click Create.
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• Name of the virtual network
• Address space ‑ type the reserved IP address block for the virtual network
• Subnet ‑ type the name of the first subnet (you will create the second subnet later in this step)
• Subnet address range ‑ type the reserved IP address block of the subnet
• Resource group ‑ select the resource group created earlier from the drop‑down list
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Configure the second subnet

1. Select the newly created virtual network from All resources pane and in the Settings pane, click
Subnets.

2. Click +Subnet and create the second subnet by entering the following details.

• Name of the second subnet
• Address range ‑ type the reserved IP address block of the second subnet
• Network security group ‑ select the NSG from the drop‑down list

3. Click Create.
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Configure a storage account

The ARM IaaS infrastructure storage includes all services wherewe can store data in the form of blobs,
tables, queues, and files. You can also create applications using these forms of storage data in ARM.

Create a storage account to store all your data.

1. Click +New > Data + Storage > Storage account.
2. In the Create storage account pane, enter the following details:

• Name of the account
• Deployment mode ‑ make sure to select Resource Manager
• Account kind ‑ select General purpose from the drop‑down list
• Replication ‑ select Locally redundant storage from the drop‑down list
• Resource group ‑ select the newly created resource group from the drop‑down list

3. Click Create.

Configure an availability set

An availability set guarantees that at least one VM is kept up and running in case of planned or un‑
plannedmaintenance. Two ormore VMs under the same ‘availability set’are placed on different fault
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domains to achieve redundant services.

1. Click +New.
2. Click See all in the MARKETPLACE pane and click Virtual Machines.
3. Search for availability set, and then select Availability set entity from the list displayed.

4. Click Create, and in the Create availability set pane, enter the following details:

• Name of the set
• Resource group ‑ select the newly created resource group from the drop‑down list

5. Click Create.
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Configure a Citrix ADC VPX instance

Create an instance of Citrix ADC VPX in the virtual network. Obtain the Citrix ADC VPX image from
the Azure marketplace, and then use the Azure Resource Manager portal to create a Citrix ADC VPX
instance.

Before you begin creating the Citrix ADC VPX instance, make sure that you have created a virtual net‑
work with required subnets in which the instance will reside. You can create virtual networks during
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VM provisioning, but without the flexibility to create different subnets. For information about creat‑
ing virtual networks, see http://azure.microsoft.com/en‑us/documentation/articles/create‑virtual‑
network/.

Optionally, configureDNSserver andVPNconnectivity that allowsavirtualmachine toaccess Internet
resources.

Note:

Citrix recommends that you create resource group, network security group, virtual network, and
other entities before you provision the Citrix ADC VPX VM, so that the network information is
available during provisioning.

1. Click +New >Networking.
2. Click See All and in the Networking pane, click Citrix ADC VPX Bring Your Own License.

As a quick way to find any entity on ARM portal, you can also type the name of the entity in the
Azure Marketplace search box and press <Enter>. Type NetScaler in the search box to find the Citrix
NetScaler images.
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Note

Ensure to select the latest image. Your Citrix NetScaler image might have the release number in
the name.

3. On the Citrix ADC VPX Bring Your Own License page, from the drop‑down list, select Resource
Manager and click Create.

4. In the Create virtual machine pane, specify the required values in each section to create a virtual
machine. ClickOK in each section to save your configuration.
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Basic:

• Name ‑ specify a name for the Citrix ADC VPX instance
• VM disk type ‑ select SSD (default value) or HDD from the drop‑downmenu
• User name and Password ‑ specify a user name and password to access the resources in the
resource group that you have created

• Authentication Type ‑ select SSH Public Key or Password
• Resource group ‑ select the resource group you have created from the drop‑down list

You can create a resource group here, but Citrix recommends that you create a resource group from
Resource groups in Azure Resource Manager and then select the group from the drop‑down list.

Size:

Depending on the VM disk type, SDD or HDD, you selected in Basic settings, the disk sizes are dis‑
played.

• Select a disk size according to your requirement and click Select.

Settings:

• Select the default (Standard) disk type
• Storage account ‑ select the storage account
• Virtual network ‑ select the virtual network
• Subnet ‑ set the subnet address
• Public IP address ‑ select the type of IP address assignment
• Network security group ‑ select the security group that you have created. Ensure that inbound
and outbound rules are configured in the security group.

• Availability Set ‑ select the availability set from the drop‑down box

Summary:

The configuration settings are validated and the Summary page displays the result of the validation.
If the validation fails, the Summary page displays the reason of the failure. Go back to the particular
section andmake changes as required. If the validation passes, clickOK.

Buy:

Review the offer details and legal terms on the Purchase page and click Purchase.

For high availability deployment, create two independent instances of Citrix ADC VPX in the same
availability set and in the same resource group to deploy them in active‑standby configuration.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 215



NetScaler VPX 12‑1

Configuremultiple IP addresses for a Citrix ADC VPX standalone
instance

November 21, 2024

This sectionexplainshowtoconfigurea standaloneCitrixADCVPX instancewithmultiple IPaddresses,
in Azure ResourceManager (ARM). The VPX instance canhave oneormoreNIC attached to it, and each
NIC can have one or more static or dynamic public and private IP addresses assigned to it. You can
assign multiple IP addresses as NSIP, VIP, SNIP, and so on.

Formore information, see the Azure documentation Assignmultiple IP addresses to virtual machines
using the Azure portal.

If you want to use PowerShell commands, see Configuring multiple IP addresses for a Citrix ADC VPX
instance in standalonemode by using PowerShell commands.

Use case

In thisusecase, a standaloneCitrix ADCVPXappliance is configuredwitha singleNIC that is connected
to a virtual network (VNET). The NIC is associatedwith three IP configurations (ipconfig), each servers
a different purpose ‑ as shown in the table.

IPconfig Assocaited with Purpose

ipconfig1 Static public IP address; static
private IP address

Serves management traffic

ipconfig2 Static public IP address; static
private address

Serves client‑side traffic

ipconfig3 Static private IP address Communicates with back‑end
servers

Note:

IPConfig‑3 is not associated with any public IP address.

Diagram: Topology

Here is the visual representation of the use case.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 216

https://docs.microsoft.com/en-us/azure/virtual-network/virtual-network-multiple-ip-addresses-portal
https://docs.microsoft.com/en-us/azure/virtual-network/virtual-network-multiple-ip-addresses-portal
https://docs.netscaler.com/en-us/vpx/12-1/deploy-vpx-on-azure/configuring-multiple-ips-for-vpx-in-standalone-mode
https://docs.netscaler.com/en-us/vpx/12-1/deploy-vpx-on-azure/configuring-multiple-ips-for-vpx-in-standalone-mode


NetScaler VPX 12‑1

Note:

In a multi‑NIC, multi‑IP Azure Citrix ADC VPX deployment, the private IP associated with the pri‑
mary (first) IPConfig of the primary (first) NIC is automatically added as themanagementNSIP of
the appliance. The remaining private IP addresses associated with IPConfigs need to be added
in the VPX instance as a VIP or SNIP by using the “add ns ip”command, according to your require‑
ment.

Before you begin

Before you begin, create a VPX instance by following the steps given at this link:

Configure a Citrix ADC VPX standalone instance

For this use case, the NSDoc0330VM VPX instance is created.

Procedure to configure multiple IP addresses for a Citrix ADC VPX instance in standalone
mode.

For configuring multiple IP addresses for a Citrix ADC VPX appliance in standalonemode:

1. Add IP addresses to the VM
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2. Configure Citrix ADC ‑owned IP addresses

Step 1: Add IP addresses to the VM

1. In the portal, clickMore services > type virtual machines in the filter box, and then click Virtual
machines.

2. In the Virtual machines blade, click the VM you want to add IP addresses to. ClickNetwork inter‑
faces in the virtual machine blade that appears, and then select the network interface.

In the blade that appears for the NIC you selected, click IP configurations. The existing IP configu‑
ration that was assigned when you created the VM, ipconfig1, is displayed. For this use case, make
sure the IP addresses associated with ipconfig1 are static. Next, create two more IP configurations:
ipconfig2 (VIP) and ipconfig3 (SNIP).

To create additional ipconfigs, create Add.
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In the Add IP configurationwindow, enter a Name, specify allocation method as Static, enter an IP
address (192.0.0.5 for this use case), and enable Public IP address.

Note:

Before adding a static private IP address, check for IP address availability and make sure the IP
address belongs to the same subnet to which the NIC is attached.
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Next, click Configure required settings to create a static public IP addresss for ipconfig2.

By default, public IPs are dynamic. Tomake sure that the VM always uses the same public IP address,
create a static Public IP.

In the Create public IP address blade, add a Name, under Assignment click Static. And then click
OK.
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Note:

Even when you set the allocation method to static, you cannot specify the actual IP address as‑
signed to the public IP resource. Instead, it gets allocated from a pool of available IP addresses
in the Azure location the resource is created in.

Follow the steps to add onemore IP configuration for ipconfig3. Public IP is not mandatory.
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Step 2: Configure Citrix ADC‑owned IP addresses

Configure the Citrix ADC‑owned IP addresses by using the GUI or the command “add ns ip.”For more
information, see Configuring Citrix ADC‑Owned IP Addresses.

You’ve now configuredmultiple IP addresses for a Citrix ADC VPX instance in standalonemode.

Configure a high‑availability setup withmultiple IP addresses and NICs

November 21, 2024

In a Microsoft Azure deployment, a high‑availability configuration of two Citrix ADC VPX instances is
achieved by using the Azure Load Balancer (ALB). This is achieved by configuring a health probe on
ALB, which monitors each VPX instance by sending health probe at every 5 seconds to both primary
and secondary instances.

In this setup, only the primary node responds to health probes and secondary does not. Once the
primary sends the response to the health probe, the ALB starts sending the data traffic to the instance.
If the primary instance misses two consecutive health probes, ALB does not redirect traffic to that
instance. On failover, the newprimary starts responding to health probes and the ALB redirects traffic
to it. The standard VPX high availability failover time is three seconds. The total failover time that
might take for traffic switching can bemaximum of 13 seconds.

You can deploy a pair of Citrix ADC VPX instanceswithmultiple NICs in an active‑passive high availabil‑
ity (HA) setup on Azure. Each NIC can contain multiple IP addresses.

The following options are available for a multi‑NIC high availability deployment:

• High availability using Azure availability set
• High availability using Azure availability zones

For more information about Azure Availability Set and Availability Zones, see the Azure documenta‑
tion Manage the availability of Linux virtual machines.

High availability using availability set

A high availability setup using availability set must meet the following requirements:

• An HA Independent Network Configuration (INC) configuration
• The Azure Load Balancer (ALB) in Direct Server Return (DSR) mode

All traffic goes through the primary node. The secondary node remains in standby mode until the
primary node fails.
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Note:

For a Citrix VPX high availability deployment on Azure cloud to work, you need a floating public
IP (PIP) that can bemoved between the two VPX nodes. The Azure Load Balancer (ALB) provides
that floating PIP, which is moved to the second node automatically in the event of a failover.

Diagram: Example of a high availability deployment architecture, using Azure Availability Set

In an active‑passive deployment, the ALB floating public IP (PIP) addresses are added as the VIP ad‑
dresses in each VPX node. In HA‑INC configuration, the VIP addresses are floating and SNIP addresses
are instance specific.

You can deploy a VPX pair in active‑passive high availability mode in two ways by using:

• Citrix ADC VPX standard high availability template: use this option to configure an HA pair
with the default option of three subnets and six NICs.

• Windows PowerShell commands: use this option to configure an HA pair according to your
subnet and NIC requirements.

This topic describes how to deploy a VPX pair in active‑passive HA setup by using the Citrix template.
If youwant to usePowerShell commands, seeConfiguring anHASetupwithMultiple IP Addresses and
NICs by Using PowerShell Commands.

Configure HA‑INC nodes by using the Citrix high availability template

You can quickly and efficiently deploy a pair of VPX instances in HA‑INC mode by using the standard
template. The template creates two nodes, with three subnets and six NICs. The subnets are forman‑
agement, client, and server‑side traffic, and each subnet has two NICs for both the VPX instances.
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You can get the Citrix ADC HA Pair template at the Azure Marketplace.

Complete the following steps to launch the template and deploy a high availability VPX pair, by using
Azure availability sets.

1. From Azure Marketplace, search Citrix ADC.

2. Click GET IT NOW.

3. Select the required HA deployment along with license, and click Continue.

4. The Basics page appears. Create a Resource Group and selectOK.
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5. The General Settings page appears. Type the details and selectOK.
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6. The Network Setting page appears. Check the vnet and subnet configurations, edit the re‑
quired settings, and selectOK.

7. The Summary page appears. Review the configuration and edit accordingly. Select OK to con‑
firm.

8. The Buy page appears. Select Purchase to complete the deployment.

It might take a moment for the Azure Resource Group to be created with the required configurations.
After completion, select the Resource Group in the Azure portal to see the configuration details, such
as LB rules, back‑end pools, health probes, and so on. The high availability pair appears as ns‑vpx0
and ns‑vpx1.

If furthermodifications are required for your HA setup, such as creatingmore security rules and ports,
you can do that from the Azure portal.
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Next, you need to configure the load‑balancing vserver with the ALB public IP (PIP) address, on each
node. To find the ALB PIP, select ALB > Frontend IP configuration.

See the Resources section formore information about how to configure the load‑balancing vserver.

Resources:

The following links provide additional information related to HA deployment and virtual server
(vserver) configuration:

• Configuring high availability nodes in different subnets
• Set up basic load balancing

Related resources:

• Configure a high‑availability setup with multiple IP addresses and NICs by using PowerShell
commands

• Configuring GSLB on Active‑Standby HA Deployment on Azure

High availability using availability zones

Azure Availability Zones are fault‑isolated locations within an Azure region, providing redundant
power, cooling, and networking and increasing resiliency. Only specific Azure regions support
Availability Zones. For more information, see the Azure documentation What are Availability Zones
in Azure?.

Diagram: Example of a high availability deployment architecture, using Azure Availability Zones
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You can deploy a VPX pair in high availability mode by using the template called “NetScaler 12.1 HA
using Availability Zones,”available in Azure Marketplace.

Complete the following steps to launch the template and deploy a high availability VPX pair, by using
Azure Availability Zones.

1. From Azure Marketplace, select and initiate the Citrix solution template.

2. Ensure deployment type is Resource Manager and select Create.

3. The Basics page appears. Enter the details and clickOK.

Note:

Ensure that you select an Azure region that supports Availability Zones. For more infor‑
mation about regions that support Availability Zones, see Azure documentation What are
Availability Zones in Azure?
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4. The General Settings page appears. Type the details and selectOK.

5. The Network Setting page appears. Check the vnet and subnet configurations, edit the re‑
quired settings, and selectOK.

6. The Summary page appears. Review the configuration and edit accordingly. Select OK to con‑
firm.

7. The Buy page appears. Select Purchase to complete the deployment.

It might take amoment for the Azure Resource Group to be createdwith the required configura‑
tions. After completion, select the Resource Group to see the configuration details, such as LB
rules, back‑end pools, health probes, and so on, in the Azure portal. The high availability pair
appears as ns‑vpx0 and ns‑vpx1. Also, you can see the location under the Location column.
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If furthermodifications are required for your HA setup, such as creatingmore security rules and ports,
you can do that from the Azure portal.

Configure a high‑availability setup withmultiple IP addresses and NICs
by using PowerShell commands

November 21, 2024

You can deploy a pair of Citrix ADC VPX instances with multiple NICs in an active‑passive high avail‑
ability (HA) setup on Azure. Each NIC can contain multiple IP addresses.

An active‑passive deployment requires:

• An HA Independent Network Configuration (INC) configuration
• The Azure Load Balancer (ALB) in Direct Server Return (DSR) mode

All traffic goes through the primary node. The secondary node remains in standby mode until the
primary node fails.
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Note:

For a Citrix ADC VPX high availability deployment on Azure cloud to work, you need a floating
public IP (PIP) that can be moved between the two high‑availability nodes. The Azure Load Bal‑
ancer (ALB) provides that floating PIP, which is moved to the second node automatically in the
event of a failover.

Diagram: Example of an active‑passive deployment architecture

In an active‑passive deployment, the ALB floating public IP (PIP) addresses are added as the VIP ad‑
dresses in each VPX node. In HA‑INC configuration, the VIP addresses are floating and SNIP addresses
are instance specific.

ALB monitors each VPX instances by sending health probe at every 5 seconds and redirects traffic
to that instance only that sends health probes response on regular interval. So in an HA setup, the
primary node responds to health probes and secondary does not. If the primary instances misses
two consecutive health probes, ALB does not redirect traffic to that instance. On failover, the new
primary starts responding to health probes and the ALB redirects traffic to it. The standard VPX high
availability failover time is three seconds. The total failover time that might take for traffic switching
can bemaximum of 13 seconds.

You can deploy a VPX pair in active‑passive HA setup in two ways by using:

• Citrix ADC VPX Standard high availability template: use this option to configure an HA pair
with the default option of three subnets and six NICs.

• Windows PowerShell commands: use this option to configure an HA pair according to your
subnet and NIC requirements.

This topic describes how to deploy a VPX pair in active‑passive HA setup by using PowerShell com‑
mands. If youwant to use the Citrix ADC VPX StandardHA template, see Configuring anHA Setupwith
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Multiple IP Addresses and NICs.

Configure HA‑INC nodes by using PowerShell Ccmmands

Scenario: HA‑INC PowerShell deployment

In this scenario, you deploy a Citrix ADC VPX pair by using the topology given in the table. Each VPX
instance contains three NICs, with each NIC is deployed in a different subnet. Each NIC is assigned an
IP configuration.

ALB VPX1 VPX2

ALB is associated with public IP
3 (pip3)

Management IP is configured
with IPConfig1, which includes
one public IP (pip1) and one
private IP (12.5.2.24); nic1;
Mgmtsubnet=12.5.2.0/24

Management IP is configured
with IPConfig5, which includes
one public IP (pip3) and one
private IP
(12.5.2.26);nic4;Mgmtsubnet=12.5.2.0/24

LB rules and port configured
are HTTP (80),SSL (443), health
probe (9000)

Client‑side IP is configured with
IPConfig3, which includes one
private IP(12.5.1.27);nic2;
FrontEndsubet=12.5.1.0/24

Client‑side IP is configured with
IPConfig7, which includes one
private IP
(12.5.1.28);nic5;FrontEndsubet=12.5.1.0/24

‑ Server‑side IP is configured
with IPConfig4, which includes
one private IP(12.5.3.24);
nic3;BackendSubnet=12.5.3.0/24

Server‑side IP is configured
with IPConfig8, which includes
one private
IP(12.5.3.28);nic6;BackendSubnet=12.5.3.0/24

‑ Rules and ports for NSG areSSH
(22),HTTP (80),HTTPS (443)

‑

Parameter settings

The following parameter settings are used in this scenario:

1 $locName= "South east Asia"
2
3 $rgName = "MulitIP-MultiNIC-RG"
4
5 $nicName1= "VM1-NIC1"
6
7 $nicName2 = "VM1-NIC2"
8
9 $nicName3= "VM1-NIC3"

10
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11 $nicName4 = "VM2-NIC1"
12
13 $nicName5= "VM2-NIC2"
14
15 $nicName6 = "VM2-NIC3"
16
17 $vNetName = "Azure-MultiIP-ALB-vnet"
18
19 $vNetAddressRange= "12.5.0.0/16"
20
21 $frontEndSubnetName= "frontEndSubnet"
22
23 $frontEndSubnetRange= "12.5.1.0/24"
24
25 $mgmtSubnetName= "mgmtSubnet"
26
27 $mgmtSubnetRange= "12.5.2.0/24"
28
29 $backEndSubnetName = "backEndSubnet"
30
31 $backEndSubnetRange = "12.5.3.0/24"
32
33 $prmStorageAccountName = "multiipmultinicbstorage"
34
35 $avSetName = "multiple-avSet"
36
37 $vmSize= "Standard\_DS4\_V2"
38
39 $publisher = "citrix"
40
41 $offer = "netscalervpx-120"
42
43 $sku = "netscalerbyol"
44
45 $version="latest"
46
47 $pubIPName1="VPX1MGMT"
48
49 $pubIPName2="VPX2MGMT"
50
51 $pubIPName3="ALBPIP"
52
53 $domName1="vpx1dns"
54
55 $domName2="vpx2dns"
56
57 $domName3="vpxalbdns"
58
59 $vmNamePrefix="VPXMultiIPALB"
60
61 $osDiskSuffix1="osmultiipalbdiskdb1"
62
63 $osDiskSuffix2="osmultiipalbdiskdb2"
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64
65 $lbName= "MultiIPALB"
66
67 $frontEndConfigName1= "FrontEndIP"
68
69 $backendPoolName1= "BackendPoolHttp"
70
71 $lbRuleName1= "LBRuleHttp"
72
73 $healthProbeName= "HealthProbe"
74
75 $nsgName="NSG-MultiIP-ALB"
76
77 $rule1Name="Inbound-HTTP"
78
79 $rule2Name="Inbound-HTTPS"
80
81 $rule3Name="Inbound-SSH"

To complete the deployment, complete the following steps by using PowerShell commands:

1. Create a resource group, storage account, and availability set
2. Create a network security group and add rules
3. Create a virtual network and three subnets
4. Create public IP addresses
5. Create IP configurations for VPX1
6. Create IP configurations for VPX2
7. Create NICs for VPX1
8. Create NICs for VPX2
9. Create VPX1

10. Create VPX2
11. Create ALB

Create a resource group, storage account, and availability set.

1 New-AzureRmResourceGroup -Name $rgName -Location $locName
2
3
4 $prmStorageAccount=New-AzureRMStorageAccount -Name

$prmStorageAccountName -ResourceGroupName $rgName -Type Standard_LRS
-Location $locName

5
6
7 $avSet=New-AzureRMAvailabilitySet -Name $avSetName -ResourceGroupName

$rgName -Location $locName

Create a network security group and add rules.

1 $rule1 = New-AzureRmNetworkSecurityRuleConfig -Name $rule1Name -
Description "Allow HTTP" -Access Allow -Protocol Tcp -Direction
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Inbound -Priority 101
2
3
4 -SourceAddressPrefix Internet -SourcePortRange * -

DestinationAddressPrefix * -DestinationPortRange 80
5
6
7 $rule2 = New-AzureRmNetworkSecurityRuleConfig -Name $rule2Name -

Description "Allow HTTPS" -Access Allow -Protocol Tcp -Direction
Inbound -Priority 110

8
9

10 -SourceAddressPrefix Internet -SourcePortRange * -
DestinationAddressPrefix * -DestinationPortRange 443

11
12
13 $rule3 = New-AzureRmNetworkSecurityRuleConfig -Name $rule3Name -

Description "Allow SSH" -Access Allow -Protocol Tcp -Direction
Inbound -Priority 120

14
15
16 -SourceAddressPrefix Internet -SourcePortRange * -

DestinationAddressPrefix * -DestinationPortRange 22
17
18
19 $nsg = New-AzureRmNetworkSecurityGroup -ResourceGroupName $rgName -

Location $locName -Name $nsgName -SecurityRules $rule1,$rule2,$rule3

Create a virtual network and three subnets.

1 $frontendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name
$frontEndSubnetName -AddressPrefix $frontEndSubnetRange (this
parameter value should be as per your requirement)

2
3
4 $mgmtSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name $mgmtSubnetName

-AddressPrefix $mgmtSubnetRange
5
6
7 $backendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

$backEndSubnetName -AddressPrefix $backEndSubnetRange
8
9

10 $vnet =New-AzureRmVirtualNetwork -Name $vNetName -ResourceGroupName
$rgName -Location $locName -AddressPrefix $vNetAddressRange -Subnet
$frontendSubnet,$backendSubnet, $mgmtSubnet

11
12
13 $subnetName ="frontEndSubnet"
14
15
16 \$subnet1=\$vnet.Subnets|?{
17 \$\_.Name -eq \$subnetName }
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18
19
20
21 $subnetName="backEndSubnet"
22
23
24 \$subnet2=\$vnet.Subnets|?{
25 \$\_.Name -eq \$subnetName }
26
27
28
29 $subnetName="mgmtSubnet"
30
31
32 \$subnet3=\$vnet.Subnets|?{
33 \$\_.Name -eq \$subnetName }

Create public IP addresses.

1 $pip1=New-AzureRmPublicIpAddress -Name $pubIPName1 -ResourceGroupName
$rgName -DomainNameLabel $domName1 -Location $locName -
AllocationMethod Dynamic

2
3 $pip2=New-AzureRmPublicIpAddress -Name $pubIPName2 -ResourceGroupName

$rgName -DomainNameLabel $domName2 -Location $locName -
AllocationMethod Dynamic

4
5 $pip3=New-AzureRmPublicIpAddress -Name $pubIPName3 -ResourceGroupName

$rgName -DomainNameLabel $domName3 -Location $locName -
AllocationMethod Dynamic

Create IP configurations for VPX1.

1 $IpConfigName1 = "IPConfig1"
2
3
4 $IPAddress = "12.5.2.24"
5
6
7 $IPConfig1=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName1 -

Subnet $subnet3 -PrivateIpAddress $IPAddress -PublicIpAddress $pip1
-Primary

8
9

10 $IPConfigName3="IPConfig-3"
11
12
13 $IPAddress="12.5.1.27"
14
15
16 $IPConfig3=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName3 -

Subnet $subnet1 -PrivateIpAddress $IPAddress -Primary
17
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18
19 $IPConfigName4 = "IPConfig-4"
20
21
22 $IPAddress = "12.5.3.24"
23
24
25 $IPConfig4 = New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName4 -

Subnet $subnet2 -PrivateIpAddress $IPAddress -Primary

Create IP configurations for VPX2.

1 $IpConfigName5 = "IPConfig5"
2
3
4 $IPAddress="12.5.2.26"
5
6
7 $IPConfig5=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName5 -

Subnet $subnet3 -PrivateIpAddress $IPAddress -PublicIpAddress $pip2
-Primary

8
9

10 $IPConfigName7="IPConfig-7"
11
12
13 $IPAddress="12.5.1.28"
14
15
16 $IPConfig7=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName7 -

Subnet $subnet1 -PrivateIpAddress $IPAddress -Primary
17
18
19 $IPConfigName8="IPConfig-8"
20
21
22 $IPAddress="12.5.3.28"
23
24
25 $IPConfig8=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName8 -

Subnet $subnet2 -PrivateIpAddress $IPAddress -Primary

Create NICs for VPX1.

1 $nic1=New-AzureRmNetworkInterface -Name $nicName1 -ResourceGroupName
$rgName -Location $locName -IpConfiguration $IpConfig1 -
NetworkSecurityGroupId $nsg.Id

2
3
4 $nic2=New-AzureRmNetworkInterface -Name $nicName2 -ResourceGroupName

$rgName -Location $locName -IpConfiguration $IpConfig3 -
NetworkSecurityGroupId $nsg.Id

5
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6
7 $nic3=New-AzureRmNetworkInterface -Name $nicName3 -ResourceGroupName

$rgName -Location $locName -IpConfiguration $IpConfig4 -
NetworkSecurityGroupId $nsg.Id

Create NICs for VPX2.

1 $nic4=New-AzureRmNetworkInterface -Name $nicName4 -ResourceGroupName
$rgName -Location $locName -IpConfiguration $IpConfig5 -
NetworkSecurityGroupId $nsg.Id

2
3
4 $nic5=New-AzureRmNetworkInterface -Name $nicName5 -ResourceGroupName

$rgName -Location $locName -IpConfiguration $IpConfig7 -
NetworkSecurityGroupId $nsg.Id

5
6
7 $nic6=New-AzureRmNetworkInterface -Name $nicName6 -ResourceGroupName

$rgName -Location $locName -IpConfiguration $IpConfig8 -
NetworkSecurityGroupId $nsg.Id

Create VPX1.

This step includes the following substeps:

• Create VM config object
• Set credentials, OS, and image
• Add NICs
• Specify OS disk and create VM

1 $suffixNumber = 1
2
3
4 $vmName=$vmNamePrefix + $suffixNumber
5
6
7 $vmConfig=New-AzureRMVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avSet.Id
8
9

10 $cred=Get-Credential -Message "Type the name and password for VPX login
."

11
12
13 $vmConfig=Set-AzureRMVMOperatingSystem -VM $vmConfig -Linux -

ComputerName $vmName -Credential $cred
14
15
16 $vmConfig=Set-AzureRMVMSourceImage -VM $vmConfig -PublisherName

$publisher -Offer $offer -Skus $sku -Version $version
17
18
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19 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic1.Id -
Primary

20
21
22 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic2.Id
23
24
25 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic3.Id
26
27
28 $osDiskName=$vmName + "-" + $osDiskSuffix1
29
30
31 $osVhdUri=$prmStorageAccount.PrimaryEndpoints.Blob.ToString() + "vhds/"

+ $osDiskName + ".vhd"
32
33
34 $vmConfig=Set-AzureRMVMOSDisk -VM $vmConfig -Name $osDiskName -VhdUri

$osVhdUri -CreateOption fromImage
35
36
37 Set-AzureRmVMPlan -VM $vmConfig -Publisher $publisher -Product $offer -

Name $sku
38
39
40 New-AzureRMVM -VM $vmConfig -ResourceGroupName $rgName -Location

$locName

Create VPX2.

1 $suffixNumber=2
2
3
4 $vmName=$vmNamePrefix + $suffixNumber
5
6
7 $vmConfig=New-AzureRMVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avSet.Id
8
9

10 $cred=Get-Credential -Message "Type the name and password for VPX login
."

11
12
13 $vmConfig=Set-AzureRMVMOperatingSystem -VM $vmConfig -Linux -

ComputerName $vmName -Credential $cred
14
15
16 $vmConfig=Set-AzureRMVMSourceImage -VM $vmConfig -PublisherName

$publisher -Offer $offer -Skus $sku -Version $version
17
18
19 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic4.Id -
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Primary
20
21
22 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic5.Id
23
24
25 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic6.Id
26
27
28 $osDiskName=$vmName + "-" + $osDiskSuffix2
29
30
31 $osVhdUri=$prmStorageAccount.PrimaryEndpoints.Blob.ToString() + "vhds/"

+ $osDiskName + ".vhd"
32
33
34 $vmConfig=Set-AzureRMVMOSDisk -VM $vmConfig -Name $osDiskName -VhdUri

$osVhdUri -CreateOption fromImage
35
36
37 Set-AzureRmVMPlan -VM $vmConfig -Publisher $publisher -Product $offer -

Name $sku
38
39
40 New-AzureRMVM -VM $vmConfig -ResourceGroupName $rgName -Location

$locName

To view private and public IP addresses assigned to the NICs, type the following commands:

1 $nic1.IPConfig
2
3
4 $nic2.IPConfig
5
6
7 $nic3.IPConfig
8
9

10 $nic4.IPConfig
11
12
13 $nic5.IPConfig
14
15
16 $nic6.IPConfig

Create Azure load balance (ALB).

This step includes the following substeps:

• Create frontend IP config
• Create health probe
• Create backend address pool
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• Create load‑balancing rules (HTTP and SSL)
• Create ALB with frontend IP config, backend address pool, and LB rule
• Associate IP config with backend pools

1 $frontEndIP1=New-AzureRmLoadBalancerFrontendIpConfig -Name
$frontEndConfigName1 -PublicIpAddress $pip3

2
3
4 $healthProbe=New-AzureRmLoadBalancerProbeConfig -Name $healthProbeName

-Protocol Tcp -Port 9000 – IntervalInSeconds 5 -ProbeCount 2
5
6
7 $beAddressPool1=New-AzureRmLoadBalancerBackendAddressPoolConfig -Name

$backendPoolName1
8
9

10 $lbRule1=New-AzureRmLoadBalancerRuleConfig -Name $lbRuleName1 -
FrontendIpConfiguration $frontEndIP1 -BackendAddressPool
$beAddressPool1 -Probe $healthProbe -Protocol Tcp -FrontendPort 80 -
BackendPort 80 -EnableFloatingIP

11
12
13 $lb=New-AzureRmLoadBalancer -ResourceGroupName $rgName -Name $lbName -

Location $locName -FrontendIpConfiguration $frontEndIP1 -
LoadBalancingRule $lbRule1 -BackendAddressPool $beAddressPool1 -
Probe $healthProbe

14
15
16 $nic2.IpConfigurations[0].LoadBalancerBackendAddressPools.Add($lb.

BackendAddressPools[0])
17
18
19 $nic5.IpConfigurations[0].LoadBalancerBackendAddressPools.Add($lb.

BackendAddressPools[0])
20
21
22 \$lb=\$lb |Set-AzureRmLoadBalancer
23
24
25 \$nic2=\$nic2 | Set-AzureRmNetworkInterface
26
27
28 \$nic5=\$nic5 | Set-AzureRmNetworkInterface

After you’ve successfully deployed the Citrix ADC VPX pair, log on to each VPX instance to configure
HA‑INC, and SNIP and VIP addresses.

1. Type the following command to add HA nodes.

1 add ha node 1 PeerNodeNSIP -inc Enabled

2. Add private IP addresses of client‑side NICs as SNIPs for VPX1 (NIC2) and VPX2 (NIC5)
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1 add nsip privateIPofNIC2 255.255.255.0 -type SNIP
2
3
4 add nsip privateIPofNIC5 255.255.255.0 -type SNIP

3. Add load‑balancing vserver on the primary node with front‑end IP address (public IP) of ALB.

1 add lb vserver v1 HTTP FrontEndIPofALB 80

Related resources:

Configuring GSLB on Active‑Standby HA Deployment on Azure

Configure HA‑INC nodes by using the Citrix high availability template
with Azure ILB

November 13, 2024

You can quickly and efficiently deploy a pair of VPX instances in HA‑INC mode by using the standard
template for intranet applications. The Azure internal load balancer (ILB) uses an internal or private
IP address for the front end as shown in Figure 1. The template creates two nodes, with three sub‑
nets and six NICs. The subnets are for management, client, and server‑side traffic with each subnet
belonging to a different NIC on each device.

Figure 1: Citrix ADC HA pair for clients in an internal network

You can also use this deployment when the Citrix ADC HA pair is behind a firewall as shown in Figure
2. The public IP address belongs to the firewall and is NAT’d to the front‑end IP address of the ILB.

Figure 2: Citrix ADC HA pair with firewall having public IP address

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 243

./configuring-gslb-active-standby-ha-deployment-azure.html


NetScaler VPX 12‑1

You can get the Citrix ADC HA pair template for intranet applications at the Azure portal.

Complete the following steps to launch the template and deploy a high availability VPX pair by using
Azure Availability Sets.

1. From the Azure portal, navigate to the Custom deployment page.

2. The Basics page appears. Create a Resource Group. Under the Parameters tab, enter details
for the Region, Admin user name, Admin Password, license type (VM sku), and other fields.
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3. ClickNext : Review + create >.

It might take amoment for the Azure Resource Group to be createdwith the required configura‑
tions. After completion, select the Resource Group in the Azure portal to see the configuration
details, such as LB rules, back‑end pools, health probes. The high availability pair appears as
ADC‑VPX‑0 and ADC‑VPX‑1.

If furthermodifications are required for your HA setup, such as creatingmore security rules and
ports, you can do that from the Azure portal.
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Once the required configuration is complete, the following resources are created.

4. Youmust log on to ADC‑VPX‑0 and ADC‑VPX‑1 nodes, and validate the following configuration:

• NSIP addresses for both nodes must be in the management subnet.
• On the primary (ADC‑VPX‑0) and secondary (ADC‑VPX‑1) nodes, you must see two SNIP
addresses. One SNIP (client subnet) is used for responding to ILB probes and the other
SNIP (server subnet) is used for back‑end server communication.

Note:

In the HA‑INC mode, the SNIP address of ADC‑VPX‑0 and ADC‑VPX‑1 VMs are different, un‑
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like with the classic on‑premises ADC HA deployment.

On the Primary node (ADC‑VPX‑0)

On the secondary node (ADC‑VPX‑1)
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5. After the primary and secondary nodes are UP and the Synchronization status is SUCCESS, you
must configure the load balancing virtual server or the gateway virtual server on the primary
node (ADC‑VPX‑0) with the private floating IP (FIP) address of the ADC Azure load balancer. For
more information, see the Sample configuration section.

6. To find the private IP address of ADC Azure load balancer, navigate to Azure portal > ADC Azure
Load Balancer > Frontend IP configuration.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 248

configure-vpx-pair-ha-inc-with-azure-ilb.html#sample-configuration


NetScaler VPX 12‑1

7. In theAzure LoadBalancer configuration page, the ARM template deployment helps create the
LB rule, back‑end pools, and health probes.

• The LB Rule (LbRule1) uses port 80, by default.
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• Edit the rule to use port 443, and save the changes.

Note

For enhanced security, Citrix recommends you to use SSL port 443 for LB virtual
server or Gateway virtual server.

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 250



NetScaler VPX 12‑1

To addmore VIP addresses on the ADC, perform the following steps:

1. Navigate to Azure Load Balancer > Frontend IP configuration, and click Add to create a new
internal load balancer IP address.
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2. In the Add frontend IP address page, enter a name, choose the client subnet, assign either
dynamic or static IP address, and click Add.

3. The front‑end IPaddress is createdbut anLBRule is not associated. Createanew loadbalancing
rule, and associate it with the front‑end IP address.

4. In the Azure Load Balancer page, select Load balancing rules, and then click Add.
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5. Create a new LB Rule by choosing the new front‑end IP address and the port. Floating IP field
must be set to Enabled.
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6. Now the Frontend IP configuration shows the LB rule that is applied.
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Sample configuration

To configure a gateway VPN virtual server and load balancing virtual server, run the following com‑
mands on the primary node (ADC‑VPX‑0). The configuration auto synchronizes to the secondary node
(ADC‑VPX‑1).

Gateway sample configuration

1 Enable feature aaa LB SSL SSLVPN
2 add ip 10.11.1.4 255.255.255.0 -type VIP
3 add vpn vserver vpn_ssl SSL 10.11.1.4 443
4 add ssl certKey ckp -cert wild-cgwsanity.cer -key wild-cgwsanity.key
5 bind ssl vserver vpn_ssl -certkeyName ckp

Load balancing sample configuration

1 add ip 10.11.1.7 255.255.255.0 -type VIP
2 add lb vserver lb_vs1 SSL 10.11.1.7 443
3 bind ssl vserver lb_vs1 -certkeyName ckp

You can now access the load balancing or VPN virtual server using the fully qualified domain name
(FQDN) associated with the internal IP address of ILB.

See the Resources section for more information about how to configure the load‑balancing virtual
server.

Resources:

The following links provide additional information related to HA deployment and virtual server con‑
figuration:

• Configuring high availability nodes in different subnets
• Set up basic load balancing

Related resources:
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• Configure a high‑availability setup with multiple IP addresses and NICs by using PowerShell
commands

• Configuring GSLB on Active‑Standby HA Deployment on Azure

Add Azure autoscale settings

November 13, 2024

Efficient hosting of applications in a cloud involves easy and cost‑effectivemanagement of resources
depending on the application demand. To meet increasing demand, you have to scale network re‑
sources upward. Whether demand subsides, you must scale down to avoid the unnecessary cost of
idle resources. Tominimize the cost of running the application, you have to constantlymonitor traffic,
memory andCPUuse, and so on. However,monitoring trafficmanually is cumbersome. For the appli‑
cation environment to scale upor downdynamically, youmust automate the processes ofmonitoring
traffic and of scaling resources up and down whenever necessary.

You can use autoscale with Azure virtual machine scale sets (VMSS) for VPX multi‑IP standalone and
high availability deployment on Azure.

Integrated with Azure virtual machine scale sets (VMSS) and autoscale feature, the Citrix ADC VPX in‑
stance provides the following advantages:

• Load balance and management: Auto configures servers to scale up and scale down, depend‑
ing on demand. The VPX instance auto detects VMSS autoscale setting in the back‑end subnet
in the same resource group as the VPX instance and allows user to select the VMSS autoscale
setting to balance the load. All of this is done by auto configuring Citrix ADC virtual and subnet
IP addresses on the VPX instance.

• High availability: Detects autoscale groups in the same resource group and load‑balance
servers.

• Better network availability: The VPX instance supports back‑end servers on different virtual net‑
works (VNets).
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For more information, see the following Azure topic

• Virtual Machine Scale Sets Documentation
• Overview of autoscale in Microsoft Azure Virtual Machines, Cloud Services, and Web Apps

Before you begin

1. Read Azure‑related usage guidelines. For more information, see Deploy a Citrix ADC VPX instance
on Microsoft Azure.

2. Create one or more Citrix ADC VPX instances with three network interfaces on Azure according to
your requirement (standalone or high availability deployment).

3. Open the TCP 9001 port on the network security group of the 0/1 interface of the VPX instance. The
VPX instance uses this port to receive the scale‑out and scale‑in notification.

4. Create an Azure virtual machine scale set (VMSS) in the same resource group. If you don’t have an
existing VMSS configuration, complete the following tasks:

a) Create a VMSS

b) Enable autoscale on VMSS

c) Create scale‑in and scale‑out policy in VMSS autoscale setting

For more information, see Overview of autoscale with Azure virtual machine scale sets.

5. Create an Azure Active Directory (ADD) application and service principal that can access resources.
Assign contributor role to the newly created AAD application. Formore information, see Use portal to
create an Azure Active Directory application and service principal that can access resources.
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Add VMSS to a Citrix ADC VPX instance

You can add the autoscale setting to a VPX instance with a single click by using the GUI. Complete
these steps to add the autoscale setting to the VPX instance:

1. Log on to the VPX instance.

2. When you log on to the Citrix ADC VPX instance for the first time, you see the Set Credentials page.
Add the required Azure credentials for the autoscale feature to work.
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The Set Credential page appears only when the application ID and API access key is not set or the
correct application ID and API access keys (same as application secret) is not set in the Azure portal.
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When you deploy the “NetScaler 12.1 HA with backend autoscale”offer from the Azure market place,
the Azure portal prompts for Azure service principal credentials (application ID and API access key).

For information about how to create an application ID see Adding an application and to create an
access key or application secret see Configure a client application to access web APIs.

3. In the default cloud profile page, enter the details, as shown in the following example, and click
Create.
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Points to keep inmind while creating a cloud profile

• The virtual server IP address is auto‑populated from the free IP address available to the VPX
instance. For more information, see Assignmultiple IP addresses to virtual machines using the
Azure portal.

• Autoscale setting is prepopulated from the VMSS auto scale setting configured in current re‑
source group on your Azure account. For more information, see Overview of autoscale with
Azure virtual machine scale sets.

• While selecting the Auto Scaling Group protocol and port, ensure your servers listen on those
protocol and ports and you bind the correct monitor in the service group. By default, TCPmon‑
itor is used.

• For SSL Protocol type Autos Scaling, after you create the Cloud Profile the load balance virtual
serveror service groupwill bedownbecauseof amissing certificate. Youcanbind the certificate
to the virtual server or service groupmanually.

After first time logon, if you want to create a cloud profile, on the GUI go to System > Azure > Cloud
Profile and click Add.

The Create Cloud Profile configuration page appears.
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CloudProfile creates aCitrix ADC load‑balancing (LB) virtual server (virtual server) anda service group
with members (servers) as the servers of the Auto Scaling Group. Your back‑end servers should be
reachable through the SNIP configured on the VPX instance.

To view autoscale‑related information in the Azure portal, go to All service > Virtual machine scale set
> Select Virtual machine scale set > Scaling.

Configure GSLB on Citrix ADC VPX instances

November 21, 2024

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 263



NetScaler VPX 12‑1

CitrixADCappliances configured forglobal server loadbalancing (GSLB)providedisaster recoveryand
continuous availability of applications by protecting against points of failure in a wide area network
(WAN). GSLB can balance the load across data centers by directing client requests to the closest or
best performing data center, or to surviving data centers in case of an outage.

This section describes how to enable GSLB on VPX instances on two sites in a Microsoft Azure environ‑
ment, by using Windows PowerShell commands.

Note:

For more information about GSLB, see Global Server Load Balancing.

You can configure GSLB on a Citrix ADC VPX instances on Azure, in two steps:

1. Create a VPX instance with multiple NICs andmultiple IP addresses, on each site.
2. Enable GSLB on the VPX instances.

Note:

For more information about configuring multiple NICs and IP addresses see:
Configure multiple IP addresses for a Citrix ADC VPX instance in standalone mode by using Pow‑
erShell commands

Scenario

This scenario includes two sites ‑ Site 1 and Site 2. Each site has a VM (VM1 and VM2) configured with
multiple NICs, multiple IP addresses, and GSLB.

Figure. GSLB setup implemented across two sites ‑ Site 1 and Site 2.
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In this scenario, each VM has three NICs ‑ NIC 0/1, 1/1, and 1/2. Each NIC can have multiple private
and public IP addresses. The NICs are configured for the following purposes.

• NIC 0/1: to serve management traffic
• NIC 1/1: to serve client‑side traffic
• NIC 1/2: to communicate with back‑end servers

For information about the IP addresses configured on each NIC in this scenario, see the
IP configuration details section.

Parameters

Following are sample parameters settings for this scenario in this document.

1 $location="West Central US"
2
3 $vnetName="NSVPX-vnet"
4
5 $RGName="multiIP-RG"
6
7 $prmStorageAccountName="multiipstorageaccnt"
8
9 $avSetName="MultiIP-avset"

10
11 $vmSize="Standard\_DS3\_V2"

Note:

Theminimum requirement for a VPX instance is 2 vCPUs and 2GB RAM.

1 $publisher="citrix"
2
3 $offer="netscalervpx111"
4
5 $sku="netscalerbyol"
6
7 $version="latest"
8
9 $vmNamePrefix="MultiIPVPX"

10
11 $nicNamePrefix="MultiipVPX"
12
13 $osDiskSuffix="osdiskdb"
14
15 $numberOfVMs=1
16
17 $ipAddressPrefix="10.0.0."
18
19 $ipAddressPrefix1="10.0.1."
20
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21 $ipAddressPrefix2="10.0.2."
22
23 $pubIPName1="MultiIP-pip1"
24
25 $pubIPName2="MultiIP-pip2"
26
27 $IpConfigName1="IPConfig1"
28
29 $IPConfigName2="IPConfig-2"
30
31 $IPConfigName3="IPConfig-3"
32
33 $IPConfigName4="IPConfig-4"
34
35 $frontendSubnetName="default"
36
37 $backendSubnetName1="subnet\_1"
38
39 $backendSubnetName2="subnet\_2"
40
41 $suffixNumber=10

Create a VM

Follow steps 1‑10 to create VM1 with multiple NICs and multiple IP addresses, by using PowerShell
commands:

1. Create resource group

2. Create storage account

3. Create availability set

4. Create virtual network

5. Create public IP address

6. Create NICs

7. Create VM config object

8.Get credentials and set OS properties for the VM

9. Add NICs

10. Specify OS disk and create VM

After you complete all the steps and commands to create VM1, repeat these steps to create VM2 with
parameters specific to it.
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Create resource group

1 New-AzureRMResourceGroup -Name $RGName -Location $location

Create storage account

1 $prmStorageAccount=New-AzureRMStorageAccount -Name
$prmStorageAccountName -ResourceGroupName $RGName -Type Standard_LRS
-Location $location

Create availability set

1 $avSet=New-AzureRMAvailabilitySet -Name $avSetName -ResourceGroupName
$RGName -Location $location

Create virtual network

1. Add subnets.

1 $subnet1=New-AzureRmVirtualNetworkSubnetConfig -Name
$frontendSubnetName -AddressPrefix "10.0.0.0/24"

2 $subnet2=New-AzureRmVirtualNetworkSubnetConfig -Name
$backendSubnetName1 -AddressPrefix "10.0.1.0/24"

3 $subnet3=New-AzureRmVirtualNetworkSubnetConfig -Name
$backendSubnetName2 -AddressPrefix "10.0.2.0/24"

2. Add virtual network object.

1 $vnet=New-AzureRmVirtualNetwork -Name $vnetName -ResourceGroupName
$RGName -Location $location -AddressPrefix 10.0.0.0/16 -Subnet
$subnet1, $subnet2, $subnet3

3. Retrieve subnets.

1 $frontendSubnet=$vnet.Subnets|?{
2 $_.Name -eq $frontendSubnetName }
3
4 $backendSubnet1=$vnet.Subnets|?{
5 $_.Name -eq $backendSubnetName1 }
6
7 $backendSubnet2=$vnet.Subnets|?{
8 $_.Name -eq $backendSubnetName2 }

Create public IP address
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1 $pip1=New-AzureRmPublicIpAddress -Name $pubIPName1 -ResourceGroupName
$RGName -Location $location -AllocationMethod Dynamic

2 $pip2=New-AzureRmPublicIpAddress -Name $pubIPName2 -ResourceGroupName
$RGName -Location $location -AllocationMethod Dynamic

Create NICs

Create NIC 0/1

1 $nic1Name=$nicNamePrefix + $suffixNumber + "-Mgmnt"
2 $ipAddress1=$ipAddressPrefix + $suffixNumber
3 $IPConfig1=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName1 -

SubnetId $frontendSubnet.Id -PublicIpAddress $pip1 -PrivateIpAddress
$ipAddress1 -Primary

4 $nic1=New-AzureRMNetworkInterface -Name $nic1Name -ResourceGroupName
$RGName -Location $location -IpConfiguration $IpConfig1

Create NIC 1/1

1 $nic2Name $nicNamePrefix + $suffixNumber + "-frontend"
2 $ipAddress2=$ipAddressPrefix1 + ($suffixNumber)
3 $ipAddress3=$ipAddressPrefix1 + ($suffixNumber + 1)
4 $IPConfig2=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName2 -

PublicIpAddress $pip2 -SubnetId $backendSubnet1.Id  -
PrivateIpAddress $ipAddress2  -Primary

5 $IPConfig3=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName3 -
SubnetId $backendSubnet1.Id  -PrivateIpAddress $ipAddress3  

6 nic2=New-AzureRMNetworkInterface -Name $nic2Name -ResourceGroupName
$RGName -Location $location -IpConfiguration $IpConfig2, $IpConfig3

Create NIC 1/2

1 $nic3Name=$nicNamePrefix + $suffixNumber + "-backend"
2 $ipAddress4=$ipAddressPrefix2 + ($suffixNumber)
3 $IPConfig4=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName4 -

SubnetId $backendSubnet2.Id -PrivateIpAddress $ipAddress4 -Primary
4 $nic3=New-AzureRMNetworkInterface -Name $nic3Name -ResourceGroupName

$RGName -Location $location -IpConfiguration $IpConfig4

Create VM config object

1 $vmName=$vmNamePrefix
2 $vmConfig=New-AzureRMVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avSet.Id

Get credentials and set OS properties
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1 $cred=Get-Credential -Message "Type the name and password for VPX login
."

2 $vmConfig=Set-AzureRMVMOperatingSystem -VM $vmConfig -Linux -
ComputerName $vmName -Credential $cred

3 $vmConfig=Set-AzureRMVMSourceImage -VM $vmConfig -PublisherName
$publisher -Offer $offer -Skus $sku -Version $version

Add NICs

1 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic1.Id -
Primary

2 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic2.Id
3 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic3.Id

Specify OS disk and create VM

1 $osDiskName=$vmName + "-" + $osDiskSuffix
2 $osVhdUri=$prmStorageAccount.PrimaryEndpoints.Blob.ToString() + "vhds/"

+$osDiskName + ".vhd"
3 $vmConfig=Set-AzureRMVMOSDisk -VM $vmConfig -Name $osDiskName -VhdUri

$osVhdUri -CreateOption fromImage
4 Set-AzureRmVMPlan -VM $vmConfig -Publisher $publisher -Product $offer -

Name $sku
5 New-AzureRMVM -VM $vmConfig -ResourceGroupName $RGName -Location

$location

Note

Repeat steps 1‑10 listed in “CreateMulti‑NIC VMs by Using PowerShell Commands”to create VM2
with parameters specific to VM2.

IP configuration details

The following IP addresses are used.

Table 1. IP addresses used in VM1

NIC Private IP Public IP (PIP) Description

0/1 10.0.0.10 PIP1 Configured as NSIP
(management IP)

1/1 10.0.1.10 PIP2 Configured as
SNIP/GSLB Site IP
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NIC Private IP Public IP (PIP) Description

‑ 10.0.1.11 ‑ Configured as LB
server IP. Public IP is
not mandatory

1/2 10.0.2.10 ‑ Configured as SNIP for
sending monitor
probes to services;
public IP is not
mandatory

Table 2. IP addresses used in VM2

NIC Internal IP Public IP (PIP) Description

0/1 20.0.0.10 PIP4 Configured as NSIP
(management IP)

1/1 20.0.1.10 PIP5 Configured as
SNIP/GSLB Site IP

‑ 20.0.1.11 ‑ Configured as LB
server IP. Public IP is
not mandatory

1/2 20.0.2.10 ‑ Configured as SNIP for
sending monitor
probes to services;
public IP is not
mandatory

Hereare sampleconfigurations for this scenario, showing the IPaddressesand intial LBconfigurations
as created through the Citrix ADC VPX CLI for VM1 and VM2.

Here’s an example confiruation on VM1.

1 add ns ip 10.0.1.10 255.255.255.0 -mgmtAccess ENABLED
2 Add nsip 10.0.2.10 255.255.255.0
3 add service svc1 10.0.1.10 ADNS 53
4 add lb vserver v1 HTTP 10.0.1.11 80
5 add service s1 10.0.2.120 http 80
6 Add service s2 10.0.2.121 http 80
7 Bind lb vs v1 s[1-2]

Here’s an example confiruation on VM2.
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1 add ns ip 20.0.1.10 255.255.255.0  -mgmtAccess ENABLED
2 Add nsip 20.0.2.10 255.255.255.0
3 add service svc1 20.0.1.10 ADNS 53
4 add lb vserver v1 HTTP 20.0.1.11 80
5 Add service s1 20.0.2.90 http 80
6 Add service s2 20.0.2.91 http 80
7 Bind lb vs v1 s[1-2]

Configure GSLB sites and other settings

Perform the tasks described in the following topic to configure the twoGSLB sites andother necessary
settings:

Global Server Load Balancing

For more information, see this support article:
https://support.citrix.com/article/CTX110348

Here’s an example GSLB confiruation on VM1 and VM2.

1 enable ns feature LB GSLB
2 add gslb site site1 10.0.1.10 -publicIP PIP2
3 add gslb site site2 20.0.1.10 -publicIP PIP5
4 add gslb service site1_gslb_http_svc1 10.0.1.11 HTTP 80 -publicIP PIP3

-publicPort 80 -siteName site1
5 add gslb service site2_gslb_http_svc1 20.0.1.11 HTTP 80 -publicIP PIP6

-publicPort 80 -siteName site2
6 add gslb vserver gslb_http_vip1 HTTP
7 bind gslb vserver gslb_http_vip1 -serviceName site2_gslb_http_svc1
8 bind gslb vserver gslb_http_vip1 -serviceName site1_gslb_http_svc1
9 bind gslb vserver gslb_http_vip1 -domainName www.gslbindia.com -TTL 5

You’ve configured GSLB on Citrix ADC VPX instances running on Azure.

Configure GSLB on an active‑standby high‑availability setup

November 21, 2024

You can configure global server load balancing (GSLB) on active‑standby HA deployment on Azure in
three steps:

1. Create a VPX HA pair on each GSLB site. See Configure a high‑availability setup withmultiple IP
addresses and NICs for information about how to create an HA pair.

2. Configure the Azure Load Balancer (ALB) with the front‑end IP address and rules to allow GSLB
and DNS traffic.
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This step involves the following substeps. See the scenario in this section for the PowerShell com‑
mands used to complete these substeps.

1 1. Create a front-end IPconfig for GSLB site.
2
3 1. Create back-end address pool with IP address of NIC 1/1 of nodes in

HA.
4
5 1. Create load-balancing rules for following:
6
7 TCP/3011 – gslb communication
8 TCP/3010 - gslb communication
9 UDP/53 - DNS communication

10
11 1. Associate back-end address pool with the LB rules created in step c

.
12
13 1. Update the network security group (NSG) of NIC 1/1 of nodes in both

the HA pair to allow the traffic for TCP 3010, TCP 3011 and UDP 53
ports.

1. Enable GSLB on each HA pair.

Scenario

This scenario includes two sites ‑ Site 1 and Site 2. Each site has an HA pair (HA1 and HA2) configured
with multiple NICs, multiple IP addresses, and GSLB.

Figure: GLSB on Active‑Standy HA Deployment on Azure

In this scenario, each VM has three NICs ‑ NIC 0/1, 1/1, and 1/2. The NICs are configured for the follow‑
ing purposes.
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NIC 0/1: to serve management traffic

NIC 1/1: to serve client‑side traffic

NIC 1/2: to communicate with back‑end servers

Parameter Settings

Following are sample parameters settings for the ALB.

1 $locName="South east Asia"
2
3 $rgName="MulitIP-MultiNIC-RG"
4
5 $pubIPName4="PIPFORGSLB1"
6
7 $domName4="vpxgslbdns"
8
9 $lbName="MultiIPALB"

10
11 $frontEndConfigName2="FrontEndIP2"
12
13 $backendPoolName1="BackendPoolHttp"
14
15 $lbRuleName2="LBRuleGSLB1"
16
17 $lbRuleName3="LBRuleGSLB2"
18
19 $lbRuleName4="LBRuleDNS"
20
21 $healthProbeName="HealthProbe"

Configure ALBwith the front‑end IP address and rules to allow GSLB and DNS traffic

Step 1. Create a public IP for GSLB site IP

1 $pip4=New-AzureRmPublicIpAddress -Name $pubIPName4 -ResourceGroupName
$rgName -DomainNameLabel $domName4 -Location $locName -
AllocationMethod Dynamic

2
3
4 Get-AzureRmLoadBalancer -Name \$lbName -ResourceGroupName \$rgName |

Add-AzureRmLoadBalancerFrontendIpConfig -Name \$frontEndConfigName2
-PublicIpAddress \$pip4 | Set-AzureRmLoadBalancer

Step 2. Create LB rules and update the existing ALB.

1 $alb = get-AzureRmLoadBalancer -Name $lbName -ResourceGroupName $rgName
2
3
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4 $frontendipconfig2=Get-AzureRmLoadBalancerFrontendIpConfig -
LoadBalancer $alb -Name $frontEndConfigName2

5
6
7 $backendPool=Get-AzureRmLoadBalancerBackendAddressPoolConfig -

LoadBalancer $alb -Name $backendPoolName1
8
9

10 $healthprobe=Get-AzureRmLoadBalancerProbeConfig -LoadBalancer $alb -
Name $healthProbeName

11
12
13 \$alb | Add-AzureRmLoadBalancerRuleConfig -Name \$lbRuleName2 -

BackendAddressPool \$backendPool -FrontendIPConfiguration  \
$frontendipconfig2 -Protocol \"Tcp\" -FrontendPort 3011 -BackendPort
3011 -Probe \$healthprobe -EnableFloatingIP  | Set-
AzureRmLoadBalancer

14
15
16 \$alb | Add-AzureRmLoadBalancerRuleConfig -Name \$lbRuleName3 -

BackendAddressPool \$backendPool -FrontendIPConfiguration  \
$frontendipconfig2 -Protocol \"Tcp\" -FrontendPort 3010 -BackendPort
3010 -Probe \$healthprobe -EnableFloatingIP  | Set-
AzureRmLoadBalancer

17
18
19 \$alb | Add-AzureRmLoadBalancerRuleConfig -Name \$lbRuleName4 -

BackendAddressPool \$backendPool -FrontendIPConfiguration  \
$frontendipconfig2 -Protocol \"Udp\" -FrontendPort 53 -BackendPort
53 -Probe \$healthprobe -EnableFloatingIP  | Set-AzureRmLoadBalancer

Enable GSLB on each high availability pair

Now you’ve two front‑end IP addresses for each ALB: ALB 1 and ALB 2. One IP address is for the LB
virtual server and the other for the GSLB site IP.

HA 1 has the following front‑end IP addresses:

• FrontEndIPofALB1 (for LB virtual server)
• PIPFORGSLB1 (GSLB IP)

HA 2 has the following front‑end IP addresses:

• FrontEndIPofALB2 (for LB virtual server)
• PIPFORGSLB2 (GSLB IP)

The following commands are used for this scenario.

1 enable ns feature LB GSLB
2
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3
4 add service dnssvc PIPFORGSLB1 ADNS 53
5
6
7 add gslb site site1 PIPFORGSLB1 -publicIP PIPFORGSLB1
8
9

10 add gslb site site2 PIPFORGSLB2 -publicIP PIPFORGSLB2
11
12
13 add gslb service site1_gslb_http_svc1 FrontEndIPofALB1 HTTP 80 -

publicIP FrontEndIPofALB1 -publicPort 80 -siteName site1
14
15
16 add gslb service site2_gslb_http_svc1 FrontEndIPofALB2 HTTP 80 -

publicIP FrontEndIPofALB2 -publicPort 80 -siteName site2
17
18
19 add gslb vserver gslb_http_vip1 HTTP
20
21
22 bind gslb vserver gslb_http_vip1 -serviceName site2_gslb_http_svc1
23
24
25 bind gslb vserver gslb_http_vip1 -serviceName site1_gslb_http_svc1
26
27
28 bind gslb vserver gslb_http_vip1 -domainName www.gslbindia.com -TTL 5

Related resources:

Configure GSLB on Citrix ADC VPX instances

Global Server Load Balancing

Configure address pools (IIP) for a Citrix Gateway appliance

November 21, 2024

In some situations, users who connect with the Citrix Gateway Plug‑in need a unique IP address for a
Citrix ADC Gateway appliance. When you enable address pools (also known as IP pooling) for a group,
the Citrix Gateway appliance can assign a unique IP address alias to each user. You configure address
pools by using intranet IP (IIP) addresses.

You can configure address pools on a Citrix Gateway appliance deployed on Azure by following this
2‑step procedure:

• Registering the private IP addresses that will be used in the address pool, in Azure
• Configuring address pools in the Citrix Gateway appliance
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Register a private IP address in the Azure portal

In Azure, you can deploy a Citrix ADC VPX instance with multiple IP addresses. You can add IP ad‑
dresses to a VPX instance in two ways:

• While provisioning a VPX instance

Formore informationabout how toaddmultiple IP addresseswhile provisioningaVPX instance,
see Configure multiple IP addresses for a Citrix ADC standalone instance. To add IP addresses
by using PowerShell commands while provisioning a VPX instance, see Configure multiple IP
addresses for a Citrix ADC VPX instance in standalonemode by using PowerShell commands.

• After provisioning a VPX instance

After you’ve provisioned a VPX instance, follow these steps to register a private IP address in the
Azure portal, which you configure as an address pool in the Citrix Gateway appliance.

1. From Azure Resource Manager (ARM), go to the already created Citrix ADC VPX instance >
Network interfaces. Choose the network interface which is bound to a subnet to which the IIP
that you want to register belongs.

1 ![localized image](/en-us/vpx/media/network-interface-iip.png)

2. Click IP Configurations, and then click Add.

1 ![localized image](/en-us/vpx/media/ip-configuration-iip.png)

3. Provide the required details as shown in the example below and clickOK.

1 ![localized image](/en-us/vpx/media/details-iip.png)

Configure address pools in the Citrix Gateway appliance

For more information about how to configure address pools on the Citrix Gateway, see this Configur‑
ing Address Pools.

Limitation:

You can not bind a range of IIP addresses to users. Every IIP address that is used in an address
pool should be registered.
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Configuremultiple IP addresses for a Citrix ADC VPX standalone
instance by using PowerShell commands

November 21, 2024

In an Azure environment, a Citrix ADC VPX virtual appliance can be deployedwithmultiple NICs. Each
NIC can have multiple IP addresses. This section describes how to deploy a Citrix ADC VPX instance
with a single NIC and multiple IP addresses, by using PowerShell commands. You can use the same
script for multi‑NIC andmulti‑IP deployment.

Note

In this document, IP‑Config refers to a pair of IP addresses, public IP and private IP, that is asso‑
ciated with an inidivual NIC. For more information, see the Azure terminology section.

Use case

In this use case, a single NIC is connected to a virtual network (VNET). The NIC is associatedwith three
IP configurations, as shown in the following table.

IPConfig Assocaited with

IPConfig‑1 Static public IP address; static private IP address

IPConfig‑2 Static public IP address; static private address

IPConfig‑3 Static private IP addres

Note:

IPConfig‑3 is not associated with any public IP address.

Diagram: Topology

Here is the visual representation of the use case.
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Note:

In amulti‑NIC, multi‑IP Azure Citrix ADC VPX deployment, the private IP address associated with
the primary (first) IPConfig of the primary (first) NIC is automatically added as the management
NSIP address of the appliance. The remaining private IP addresses associated with IPConfigs
must be added in the VPX instance as VIPs or SNIPs by using the “add ns ip”command, as deter‑
mined by your requirements.

Here is the summary of the steps required for configuring multiple IP addresses for a Citrix ADC VPX
virtual appliance in standalonemode:

1. Create Resource Group
2. Create Storage Account
3. Create Availability Set
4. Create NSG
5. Create Virtual Network
6. Create Public IP Address
7. Assign IP Configuration
8. Create NIC
9. Create Citrix ADC VPX Instance
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10. Check NIC Configurations
11. Check VPX‑side Configurations

Script

Parameters

Following are sample parameters settings for the use case in this document.

1 $locName="westcentralus"
2
3 $rgName="Azure-MultiIP"
4
5 $nicName1="VM1-NIC1"
6
7 $vNetName="Azure-MultiIP-vnet"
8
9 $vNetAddressRange="11.6.0.0/16"

10
11 $frontEndSubnetName="frontEndSubnet"
12
13 $frontEndSubnetRange="11.6.1.0/24"
14
15 $prmStorageAccountName="multiipstorage"
16
17 $avSetName="multiip-avSet"
18
19 $vmSize="Standard\_DS4\_V2" (This parameter creates a VM with upto four

NICs.)

Note:

Theminimum requirement for a VPX instance is 2 vCPUs and 2GB RAM.

1 $publisher="citrix"
2
3 $offer="netscalervpx110-6531" (You can use different offers.)
4
5 $sku="netscalerbyol" (According to your offer, the SKU can be different

.)
6
7 $version="latest"
8
9 $pubIPName1="PIP1"

10
11 $pubIPName2="PIP2"
12
13 $domName1="multiipvpx1"
14
15 $domName2="multiipvpx2"

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 279



NetScaler VPX 12‑1

16
17 $vmNamePrefix="VPXMultiIP"
18
19 $osDiskSuffix="osmultiipalbdiskdb1"
20
21 **Network Security Group (NSG)-related information**:
22
23 $nsgName="NSG-MultiIP"
24
25 $rule1Name="Inbound-HTTP"
26
27 $rule2Name="Inbound-HTTPS"
28
29 $rule3Name="Inbound-SSH"
30
31 $IpConfigName1="IPConfig1"
32
33 $IPConfigName2="IPConfig-2"
34
35 $IPConfigName3="IPConfig-3"

1. Create Resource Group

New-AzureRmResourceGroup -Name $rgName -Location $locName

2. Create Storage Account

$prmStorageAccount = New-AzureRMStorageAccount -Name $prmStorageAccountName
-ResourceGroupName $rgName -Type Standard_LRS -Location $locName

3. Create Availability Set

$avSet = New-AzureRMAvailabilitySet -Name $avSetName -ResourceGroupName
$rgName -Location $locName

4. Create Network Security Group (NSG)

1. Add rules. Youmust add a rule to the NSG for any port that serves traffic.

1 $rule1=New-AzureRmNetworkSecurityRuleConfig -Name $rule1Name -
Description "Allow HTTP" -Access Allow -Protocol Tcp -Direction
Inbound -Priority 101  -SourceAddressPrefix Internet -
SourcePortRange * -DestinationAddressPrefix * -DestinationPortRange
80
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2 $rule2=New-AzureRmNetworkSecurityRuleConfig -Name $rule2Name -
Description "Allow HTTPS" -Access Allow -Protocol Tcp -Direction
Inbound -Priority 110  -SourceAddressPrefix Internet -
SourcePortRange * -DestinationAddressPrefix * -DestinationPortRange
443

3 $rule3=New-AzureRmNetworkSecurityRuleConfig -Name $rule3Name -
Description "Allow SSH" -Access Allow -Protocol Tcp -Direction
Inbound -Priority 120 -SourceAddressPrefix Internet -SourcePortRange
* -DestinationAddressPrefix * -DestinationPortRange 22

2. Create NSG object.

1 $nsg=New-AzureRmNetworkSecurityGroup -ResourceGroupName $rgName -
Location $locName -Name $nsgName -SecurityRules $rule1,$rule2,$rule3

5. Create Virtual Network

1. Add subnets.

1 $frontendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name
$frontEndSubnetName -AddressPrefix $frontEndSubnetRange

2. Add virtual network object.

1 $vnet=New-AzureRmVirtualNetwork -Name $vNetName -ResourceGroupName
$rgName -Location $locName -AddressPrefix $vNetAddressRange -Subnet
$frontendSubnet

3. Retrieve subnets.

1 $subnetName="frontEndSubnet"
2 \$subnet1=\$vnet.Subnets|?{
3 \$\_.Name -eq \$subnetName }

6. Create Public IP Address

1 $pip1=New-AzureRmPublicIpAddress -Name $pubIPName1 -ResourceGroupName
$rgName -DomainNameLabel $domName1 -Location $locName -
AllocationMethod Static

2 $pip2=New-AzureRmPublicIpAddress -Name $pubIPName2 -ResourceGroupName
$rgName -DomainNameLabel $domName2 -Location $locName -
AllocationMethod Static

Note:

Check availability of domain names before using.

Allocation method for IP addresses can be dynamic or static.
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7. Assign IP Configuration

In this use case, consider the following points before assigning IP addresses:

• IPConfig‑1 belongs to subnet1 of VPX1.
• IPConfig‑2 belongs to subnet 1 of VPX1.
• IPConfig‑3 belongs to subnet 1 of VPX1.

Note:

When you assign multiple IP configurations to a NIC, one configuration must be assigned as pri‑
mary.

1 $IPAddress1="11.6.1.27"
2 $IPConfig1=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName1 -

Subnet $subnet1 -PrivateIpAddress $IPAddress1 -PublicIpAddress $pip1
– Primary

3 $IPAddress2="11.6.1.28"
4 $IPConfig2=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName2 -

Subnet $subnet1 -PrivateIpAddress $IPAddress2 -PublicIpAddress $pip2
5 $IPAddress3="11.6.1.29"
6 $IPConfig3=New-AzureRmNetworkInterfaceIpConfig -Name $IPConfigName3 -

Subnet $subnet1 -PrivateIpAddress $IPAddress3 -Primary

Use a valid IP address that meets your subnet requirements and check its availability.

8. Create NIC

1 $nic1=New-AzureRmNetworkInterface -Name $nicName1 -ResourceGroupName
$rgName -Location $locName -IpConfiguration $IpConfig1,$IpConfig2,
$IPConfig3 -NetworkSecurityGroupId $nsg.Id

9. Create Citrix ADC VPX Instance

1. Initialize variables.

1 $suffixNumber = 1
2 $vmName = $vmNamePrefix + $suffixNumber

2. Create VM config object.

1 $vmConfig=New-AzureRMVMConfig -VMName $vmName -VMSize $vmSize -
AvailabilitySetId $avSet.Id

3. Set credentials, OS, and image.
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1 $cred=Get-Credential -Message "Type the name and password for VPX login
."

2 $vmConfig=Set-AzureRMVMOperatingSystem -VM $vmConfig -Linux -
ComputerName $vmName -Credential $cred

3 $vmConfig=Set-AzureRMVMSourceImage -VM $vmConfig -PublisherName
$publisher -Offer $offer -Skus $sku -Version $version

4. Add NIC.

1 $vmConfig=Add-AzureRMVMNetworkInterface -VM $vmConfig -Id $nic1.Id -
Primary

Note:

In amulti‑NIC VPXdeployment, oneNIC shouldbeprimary. So, “‑Primary”needs tobeappended
while adding that NIC to the VPX instance.

5. Specify OS disk and create VM.

1 $osDiskName=$vmName + "-" + $osDiskSuffix1
2 $osVhdUri=$prmStorageAccount.PrimaryEndpoints.Blob.ToString() + "vhds/"

+ $osDiskName + ".vhd"
3 $vmConfig=Set-AzureRMVMOSDisk -VM $vmConfig -Name $osDiskName -VhdUri

$osVhdUri -CreateOption fromImage
4 Set-AzureRmVMPlan -VM $vmConfig -Publisher $publisher -Product $offer -

Name $sku
5 New-AzureRMVM -VM $vmConfig -ResourceGroupName $rgName -Location

$locName

10. Check NIC Configurations

After the VPX instance starts, you can check the IP addresses allocated to IPConfigs of the VPX NIC by
using the following command.

1 $nic.IPConfig

11. Check VPX‑side Configurations

When the Citrix ADC VPX instance starts, a private IP address associated with primary IPconfig of the
primary NIC is added as the NSIP address. The remaining private IP addresses must be added as VIP
or SNIP addresses, as determined by your requirements. Use the following command.

1 add nsip <Private IPAddress><netmask> -type VIP/SNIP

You’ve now configuredmultiple IP addresses for a Citrix ADC VPX instance in standalonemode.
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Additional PowerShell scripts for Azure deployment

November 21, 2024

This section provides the PowerShell cmdlets with which you can perform the following configura‑
tions in Azure PowerShell:

• Provision a Citrix ADC VPX standalone instance
• Provision a Citrix ADC VPX pair in a high availabilty setup with an Azure external load balancer
• Provision a Citrix ADC VPX pair in a high availability setup with Azure internal load balancer

Also see the following topics for configurations that you can perform by using PowerShell com‑
mands:

• Configure a high‑availability setup with multiple IP addresses and NICs by using PowerShell
commands

• Configure GSLB on Citrix ADC VPX instances
• Configure GSLB on a NetScaler active‑standby high‑availability setup
• Configuremultiple IP addresses for a Citrix ADC VPX instance in standalonemode by using Pow‑
erShell commands

Provision a Citrix ADC VPX standalone instance

1. Create a resource group

The resource group can include all the resources for the solution, or only those resources that
youwant tomanage as a group. The location specified here is the default location for resources
in that resourcegroup. Make sure all commands to create a loadbalancer use the same resource
group.

1 $rgName="\<resource group name\>"
2
3 $locName="\<location name, such as West US\>"
4
5 New-AzureRmResourceGroup -Name $rgName -Location $locName

For example:

1 $rgName = "ARM-VPX"
2
3 $locName = "West US"
4
5 New-AzureRmResourceGroup -Name $rgName -Location $locName
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2. Create a storage account

Choose a unique name for your storage account that contains only lowercase letters and num‑
bers.

1 $saName="\<storage account name\>"
2
3 $saType="\<storage account type, specify one: Standard\_LRS,

Standard\_GRS, Standard\_RAGRS, or Premium\_LRS\>"
4
5 New-AzureRmStorageAccount -Name $saName -ResourceGroupName

$rgName -Type $saType -Location $locName

For example:

1 $saName="vpxstorage"
2
3 $saType="Standard\_LRS"
4
5 New-AzureRmStorageAccount -Name $saName -ResourceGroupName

$rgName -Type $saType -Location $locName

3. Create an availability set

Availability set helps to keep your virtual machines available during downtime, such as during
maintenance. A load balancer configured with an availability set ensures that your application
is always available.

1 $avName="\<availability set name\>"
2
3 New-AzureRmAvailabilitySet -Name $avName -ResourceGroupName

$rgName -Location $locName

4. Create a virtual network

Add a new virtual network with at least one subnet, if the subnet was not created previously.

1 $FrontendAddressPrefix="10.0.1.0/24"
2
3 $BackendAddressPrefix="10.0.2.0/24"
4
5 $vnetAddressPrefix="10.0.0.0/16"
6
7 $frontendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

frontendSubnet -AddressPrefix $FrontendAddressPrefix
8
9 $backendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

backendSubnet -AddressPrefix $BackendAddressPrefix
10
11 New-AzureRmVirtualNetwork -Name TestNet -ResourceGroupName

$rgName -Location $locName -AddressPrefix $vnetAddressPrefix 
-Subnet $frontendSubnet,$backendSubnet
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For example:

1 $frontendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name
frontendSubnet -AddressPrefix $FrontendAddressPrefix

2
3 $backendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

backendSubnet -AddressPrefix $BackendAddressPrefix
4
5 New-AzureRmVirtualNetwork -Name TestNet -ResourceGroupName

$rgName -Location $locName -AddressPrefix $vnetAddressPrefix 
-Subnet $frontendSubnet,$backendSubnet

5. Create a NIC

Create a NIC and associate the NIC with the Citrix ADC VPX instance. The front end Subnet cre‑
ated in the above procedure is indexed at 0 and the back end Subnet is indexed at 1. Now create
NIC in one of the three following ways:

• NIC with Public IP address

“‘
$nicName=”<name of the NIC of the VM>”

$pip = New‑AzureRmPublicIpAddress ‑Name $nicName ‑ResourceGroupName $rgName ‑
Location $locName ‑AllocationMethod Dynamic

$nic = New‑AzureRmNetworkInterface ‑Name $nicName ‑ResourceGroupName $rgName ‑
Location$locName ‑SubnetId $vnet.Subnets[$subnetIndex].Id ‑PublicIpAddressId $pip.Id

‑ NIC with Public IP and DNS label

1 $nicName="\<name of the NIC of the VM\>"
2
3 $domName="\<domain name label\>"
4
5 $pip = New-AzureRmPublicIpAddress -Name $nicName -

ResourceGroupName $rgName -DomainNameLabel $domName -
Location $locName -AllocationMethod Dynamic

Before assigning $domName, check it is available or not by using command:

1 Test-AzureRmDnsAvailability -DomainQualifiedName $domName -
Location $locName

2
3 $nic = New-AzureRmNetworkInterface -Name $nicName -

ResourceGroupName $rgName -Location $locName -SubnetId
$vnet.Subnets\[$subnetIndex\].Id -PublicIpAddressId $pip.
Id

For example:

1 $nicName="frontendNIC"
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2
3 $domName="vpxazure"
4
5 $pip = New-AzureRmPublicIpAddress -Name $nicName -

ResourceGroupName $rgName -DomainNameLabel $domName -
Location $locName -AllocationMethod Dynamic

6
7 $nic = New-AzureRmNetworkInterface -Name $nicName -

ResourceGroupName $rgName -Location $locName -SubnetId
$vnet.Subnets\[0\].Id -PublicIpAddressId $pip.Id

• NIC with Dynamic Public Address and Static Private IP address*

Make sure that the private (static) IP address you add to the VM should be the same range
as that of the subnet specified.

1 $nicName="\<name of the NIC of the VM\>"
2
3 $staticIP="\<available static IP address on the subnet\>"
4
5 $pip = New-AzureRmPublicIpAddress -Name $nicName -

ResourceGroupName $rgName -Location $locName -
AllocationMethod Dynamic

6
7 $nic = New-AzureRmNetworkInterface -Name $nicName -

ResourceGroupName $rgName -Location $locName -SubnetId
$vnet.Subnets\[$subnetIndex\].Id -PublicIpAddressId $pip.
Id -PrivateIpAddress $staticIP

6. Create a virtual object

$vmName=”<VM name>”

$vmSize=”<VM size string>”

$avSet=Get‑AzureRmAvailabilitySet ‑Name $avName ‑ResourceGroupName $rgName

$vm=New‑AzureRmVMConfig ‑VMName $vmName ‑VMSize $vmSize ‑AvailabilitySetId $avset.Id

1. Get the Citrix ADC VPX image

$pubName=”<Image publisher name>”

$offerName=”<Image offer name>”

$skuName=”<Image SKU name>”

$cred=Get‑Credential ‑Message “Type the name and password of the local administrator account.”

Provide your credentials that is used to login into VPX

$vm=Set‑AzureRmVMOperatingSystem ‑VM $vm ‑Linux ‑ComputerName $vmName ‑Credential $cred
‑Verbose

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 287



NetScaler VPX 12‑1

$vm=Set‑AzureRmVMSourceImage ‑VM $vm ‑PublisherName $pubName ‑Offer $offerName ‑Skus
$skuName ‑Version “latest”

$vm=Add‑AzureRmVMNetworkInterface ‑VM $vm ‑Id $nic.Id

For example:

1 $pubName="citrix"

The following command is used for displaying all offers from Citrix:

1 Get-AzureRMVMImageOffer -Location \$locName -Publisher \$pubName |
Select Offer

2
3 $offerName="netscalervpx110-6531"

The following command is used to know sku offered by publisher for specific offer name:

Get‑AzureRMVMImageSku ‑Location $locName
‑Publisher $pubName ‑Offer $offerName

Select Skus

1. Create a virtual machine

$diskName=”<name identifier for the disk in Azure storage, such as OSDisk>”

For example:

1 $diskName="dynamic"
2
3 $pubName="citrix"
4
5 $offerName="netscalervpx110-6531"
6
7 $skuName="netscalerbyol"
8
9 $storageAcc=Get-AzureRmStorageAccount -ResourceGroupName $rgName -Name

$saName
10
11 $osDiskUri=$storageAcc.PrimaryEndpoints.Blob.ToString() + "vhds/" +

$diskName  + ".vhd"
12
13 $vm=Set-AzureRmVMOSDisk -VM $vm -Name $diskName -VhdUri $osDiskUri -

CreateOption fromImage

When you create VM from Images present in marketplace, use the following command to specify the
VM plan:

Set‑AzureRmVMPlan ‑VM $vm ‑Publisher $pubName ‑Product $offerName ‑Name $skuName

New‑AzureRmVM ‑ResourceGroupName $rgName ‑Location $locName ‑VM $vm

© 1999–2024 Cloud Software Group, Inc. All rights reserved. 288



NetScaler VPX 12‑1

Provision a Citrix ADC VPX pair in a high availabilty setup with an Azure external load
balancer

Log on to AzureRmAccount using your Azure user credentials.

1) Create a resource group

The location specified here is the default location for resources in that resource group. Make sure that
all commands used to create a load balancer use the same resource group.

$rgName=”<resource group name>”

$locName=”<location name, such as West US>”

New‑AzureRmResourceGroup ‑Name $rgName ‑Location $locName

For example:

1 $rgName = "ARM-LB-NS"
2
3 $locName = "West US"
4
5 New-AzureRmResourceGroup -Name $rgName -Location $locName

2) Create a storage account

Choose a unique name for your storage account that contains only lowercase letters and numbers.

$saName=”<storage account name>”

$saType=”<storage account type, specify one: Standard_LRS, Standard_GRS, Standard_RAGRS, or
Premium_LRS>”

New‑AzureRmStorageAccount ‑Name $saName ‑ResourceGroupName $rgName ‑Type $saType
‑Location $locName

For example:

1 $saName="vpxstorage"
2
3 $saType="Standard\_LRS"
4
5 New-AzureRmStorageAccount -Name $saName -ResourceGroupName $rgName -

Type $saType -Location $locName

3) Create an availability set

A load balancer configuredwith an availability set ensures that your application is always available.

$avName=”<availability set name>”

New‑AzureRmAvailabilitySet ‑Name $avName ‑ResourceGroupName $rgName ‑Location $loc‑
Name
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4) Create a virtual network

Add a new virtual network with at least one subnet, if the subnet was not created previously.

1 $vnetName = "LBVnet"
2
3 $FrontendAddressPrefix="10.0.1.0/24"
4
5 $BackendAddressPrefix="10.0.2.0/24"
6
7 $vnetAddressPrefix="10.0.0.0/16"
8
9 $frontendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

frontendSubnet -AddressPrefix $FrontendAddressPrefix
10
11 $backendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

backendSubnet -AddressPrefix $BackendAddressPrefix
12
13 $vnet=New-AzureRmVirtualNetwork -Name $vnetName -ResourceGroupName

$rgName -Location $locName -AddressPrefix $vnetAddressPrefix -Subnet
$frontendSubnet,$backendSubnet

Note:

Choose the AddressPrefix parameter value as per your requirement.

Assign front end and back end subnet to the virtual network that you created earlier in this step.

If the front end subnet is the first element of array vnet, subnetId should be $vnet.Subnets[0].Id.

If the front end subnet is the second element in the array, the subnetId should be $vnet.Subnets[1].Id,
and so on..

5) Configure front end IP address and create back end address pool

Configure a front end IP address for the incoming load balancer network traffic and create a back end
address pool to receive the load balanced traffic.

1 $pubName="PublicIp1"
2
3 $publicIP1 = New-AzureRmPublicIpAddress -Name $pubName -

ResourceGroupName $rgName -Location $locName -AllocationMethod
Static -DomainNameLabel nsvpx

Note: Check for the availability of the value for DomainNameLabel.

1 $FIPName = "ELBFIP"
2
3 $frontendIP1 = New-AzureRmLoadBalancerFrontendIpConfig -Name $FIPName -

PublicIpAddress $publicIP1
4
5 $BEPool = "LB-backend-Pool"
6
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7 $beaddresspool1= New-AzureRmLoadBalancerBackendAddressPoolConfig -Name
$BEPool

8) Create a health probe

Create a TCP health probe with port 9000 and interval 5 seconds.

1 $healthProbe = New-AzureRmLoadBalancerProbeConfig -Name HealthProbe -
Protocol Tcp -Port 9000 -IntervalInSeconds 5 -ProbeCount 2

9) Create a load balancing rule

Create a LB rule for each service that you are load balancing.

For example:

You can use the following example to load balance http service.

1 $lbrule1 = New-AzureRmLoadBalancerRuleConfig -Name "HTTP-LB" -
FrontendIpConfiguration $frontendIP1 -BackendAddressPool 
$beAddressPool1 -Probe $healthProbe -Protocol Tcp -FrontendPort 80 -
BackendPort 80

10) Create inbound NAT rules

Create NAT rules for services that you are not load balancing.

For example, when creating a SSH access to a Citrix ADC VPX instance.

Note: Protocol‑FrontEndPort‑BackendPort triplet should not be the same for two NAT rules.

1 $inboundNATRule1= New-AzureRmLoadBalancerInboundNatRuleConfig -Name
SSH1 -FrontendIpConfiguration $frontendIP1 -Protocol TCP -
FrontendPort 22 -BackendPort 22

2
3 $inboundNATRule2= New-AzureRmLoadBalancerInboundNatRuleConfig -Name

SSH2 -FrontendIpConfiguration $frontendIP1 -Protocol TCP -
FrontendPort 10022 -BackendPort 22

11) Create a load balancer entity

Create the load balancer adding all objects (NAT rules, load balancer rules, probe configurations) to‑
gether.

1 $lbName="ELB"
2
3 $NRPLB = New-AzureRmLoadBalancer -ResourceGroupName $rgName -Name

$lbName -Location $locName -InboundNatRule $inboundNATRule1,
$inboundNATRule2 -FrontendIpConfiguration $frontendIP1 -
LoadBalancingRule $lbrule1 -BackendAddressPool $beAddressPool1 -
Probe $healthProbe

12) Create a NIC
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Create two NICs and associate each NIC with each VPX instance

a) NIC1 with VPX1

For example:

1 $nicName="NIC1"
2
3 $lbName="ELB"
4
5 $bePoolIndex=0  
6
7 \* Rule indexes starts from 0.
8
9 $natRuleIndex=0

10
11 $subnetIndex=0
12
13 \* Frontend subnet index
14
15 $lb=Get-AzureRmLoadBalancer -Name $lbName -ResourceGroupName $rgName
16
17 $nic1=New-AzureRmNetworkInterface -Name $nicName -ResourceGroupName

$rgName -Location $locName -Subnet $vnet.Subnets\[$subnetIndex\] -
LoadBalancerBackendAddressPool $lb.BackendAddressPools\[$bePoolIndex
\] -LoadBalancerInboundNatRule $lb.InboundNatRules\[$natRuleIndex\]

b) NIC2 with VPX2

For example:

1 $nicName="NIC2"
2
3 $lbName="ELB"
4
5 $bePoolIndex=0
6
7 $natRuleIndex=1

* Second Inbound NAT (SSH) rule we need to use

$subnetIndex=0

* Frontend subnet index

1 $lb=Get-AzureRmLoadBalancer -Name $lbName -ResourceGroupName $rgName
2
3 $nic2=New-AzureRmNetworkInterface -Name $nicName -ResourceGroupName

$rgName -Location $locName -Subnet $vnet.Subnets\[$subnetIndex\] -
LoadBalancerBackendAddressPool $lb.BackendAddressPools\[$bePoolIndex
\] -LoadBalancerInboundNatRule  $lb.InboundNatRules\[$natRuleIndex\]

13) Create Citrix ADC VPX instances
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Create twoCitrix ADCVPX instances as part of the same resource group and availability set, and attach
it to the external load balancer.

a) Citrix ADC VPX instance 1

For example:

1 $vmName="VPX1"
2
3 $vmSize="Standard\_A3"
4
5 $pubName="citrix"
6
7 $offerName="netscalervpx110-6531"
8
9 $skuName="netscalerbyol"

10
11 $avSet=Get-AzureRmAvailabilitySet -Name $avName -ResourceGroupName

$rgName
12
13 $vm1=New-AzureRmVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avset.Id
14
15 $cred=Get-Credential -Message "Type Credentials which will be used to

login to VPX instance"
16
17 $vm1=Set-AzureRmVMOperatingSystem -VM $vm1 -Linux -ComputerName $vmName

-Credential $cred -Verbose
18
19 $vm1=Set-AzureRmVMSourceImage -VM $vm1 -PublisherName $pubName -Offer

$offerName -Skus $skuName -Version "latest"
20
21 $vm1=Add-AzureRmVMNetworkInterface -VM $vm1 -Id $nic1.Id
22
23 $diskName="dynamic"
24
25 $storageAcc=Get-AzureRmStorageAccount -ResourceGroupName $rgName -Name

$saName
26
27 $osDiskUri1=$storageAcc.PrimaryEndpoints.Blob.ToString() + "vhds1/" +

$diskName  + ".vhd"
28
29 $vm1=Set-AzureRmVMOSDisk -VM $vm1 -Name $diskName -VhdUri $osDiskUri1 -

CreateOption fromImage
30
31 Set-AzureRmVMPlan -VM $vm1 -Publisher $pubName -Product $offerName -

Name $skuName
32
33 New-AzureRmVM -ResourceGroupName $rgName -Location $locName -VM $vm1

b) Citrix ADC VPX instance 2

For example:
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1 $vmName="VPX2"
2
3 $vmSize="Standard\_A3"
4
5 $avSet=Get-AzureRmAvailabilitySet -Name $avName -ResourceGroupName

$rgName
6
7 $vm2=New-AzureRmVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avset.Id
8
9 $cred=Get-Credential -Message " Type Credentials which will be used to

login to VPX instance "
10
11 $vm2=Set-AzureRmVMOperatingSystem -VM $vm2 -Linux -ComputerName $vmName

-Credential $cred -Verbose
12
13 $vm2=Set-AzureRmVMSourceImage -VM $vm2 -PublisherName $pubName -Offer

$offerName -Skus $skuName -Version "latest"
14
15 $vm2=Add-AzureRmVMNetworkInterface -VM $vm2 -Id $nic2.Id
16
17 $diskName="dynamic"
18
19 $storageAcc=Get-AzureRmStorageAccount -ResourceGroupName $rgName -Name

$saName
20
21 $osDiskUri1=$storageAcc.PrimaryEndpoints.Blob.ToString() + "vhds2/" +

$diskName  + ".vhd"
22
23 $vm2=Set-AzureRmVMOSDisk -VM $vm2 -Name $diskName -VhdUri $osDiskUri1 -

CreateOption fromImage
24
25 Set-AzureRmVMPlan -VM $vm2 -Publisher $pubName -Product $offerName -

Name $skuName
26
27 New-AzureRmVM -ResourceGroupName $rgName -Location $locName -VM $vm2

14) Configure the virtual machines

When both the Citrix ADC VPX instances start, then connect to both Citrix ADC VPX instances using the
SSH protocol to configure the virtual machines.

a) Active‑Active: Run the same set of configuration commands on the command line of both the
Citrix ADC VPX instances.

b) Active‑Passive: Run this command on the command line of both the Citrix ADC VPX instances.

1 add ha node #nodeID <nsip of other Citrix ADC VPX>

In Active‑Passive mode, run configuration commands on the primary node only.
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Provision a Citrix ADC VPX pair in a high availability setup with Azure internal load
balancer

Log on to AzureRmAccount using your Azure user credentials.

1) Create a resource group

The location specified here is the default location for resources in that resource group. Make sure all
commands to create a load balancer use the same resource group.

$rgName=”<resource group name>”

$locName=”<location name, such as West US>”

New‑AzureRmResourceGroup ‑Name $rgName ‑Location $locName

For example:

1 $rgName = "ARM-LB-NS"
2
3 $locName = "West US"
4
5 New-AzureRmResourceGroup -Name $rgName -Location $locName

2) Create a storage account

Choose a unique name for your storage account that contains only lowercase letters and numbers.

$saName=”<storage account name>”

$saType=”<storage account type, specify one: Standard_LRS, Standard_GRS, Standard_RAGRS, or
Premium_LRS>”

New‑AzureRmStorageAccount ‑Name $saName ‑ResourceGroupName $rgName ‑Type $saType
‑Location $locName

For example:

1 $saName="vpxstorage"
2
3 $saType="Standard\_LRS"
4
5 New-AzureRmStorageAccount -Name $saName -ResourceGroupName $rgName -

Type $saType -Location $locName

3) Create an availability set

A loadbalancer configuredwith an availability set ensures that your application is always available..

$avName=”<availability set name>”

New‑AzureRmAvailabilitySet ‑Name $avName ‑ResourceGroupName $rgName ‑Location $loc‑
Name
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4) Create a virtual network

Add a new virtual network with at least one subnet, if the subnet was not created previously.

1 $vnetName = "LBVnet"
2
3 $vnetAddressPrefix="10.0.0.0/16"
4
5 $FrontendAddressPrefix="10.0.1.0/24"
6
7 $BackendAddressPrefix="10.0.2.0/24"
8
9 $vnet=New-AzureRmVirtualNetwork -Name $vnetName -ResourceGroupName

$rgName -Location $locName -AddressPrefix $vnetAddressPrefix -Subnet
$frontendSubnet,$backendSubnet\`

10
11 $frontendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

frontendSubnet -AddressPrefix $FrontendAddressPrefix
12
13 $backendSubnet=New-AzureRmVirtualNetworkSubnetConfig -Name

backendSubnet -AddressPrefix $BackendAddressPrefix

Note: Choose the AddressPrefix parameter value as per your requirement.

Assign front end and back end subnet to the virtual network that you created earlier in this step.

If the front end subnet is the first element of array vnet, subnetId should be $vnet.Subnets[0].Id.

If the front end subnet is the second element in the array, the subnetId should be $vnet.Subnets[1].Id,
and so on..

5) Create an back end address pool

1 $beaddresspool= New-AzureRmLoadBalancerBackendAddressPoolConfig -Name "
LB-backend"

6) Create NAT rules

Create NAT rules for services that you are not load balancing.

1 $inboundNATRule1= New-AzureRmLoadBalancerInboundNatRuleConfig -Name "
Inboundnatrule1" -FrontendIpConfiguration $frontendIP -Protocol TCP
-FrontendPort 3441 -BackendPort 3389

2
3 $inboundNATRule2= New-AzureRmLoadBalancerInboundNatRuleConfig -Name "

RDP2" -FrontendIpConfiguration $frontendIP -Protocol TCP -
FrontendPort 3442 -BackendPort 3389

Use front end and back end ports as per your requirement.

7) Create a health probe

Create a TCP health probe with port 9000 and interval 5 seconds.
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1 $healthProbe = New-AzureRmLoadBalancerProbeConfig -Name "HealthProbe"  
" -Protocol tcp -Port 9000 -IntervalInSeconds 5 -ProbeCount 2

8) Create a load balancing rule

Create a LB rule for each service that you are load balancing.

For example:

You can use the following example to load balance http service.

1 $lbrule = New-AzureRmLoadBalancerRuleConfig -Name "lbrule1" -
FrontendIpConfiguration $frontendIP -BackendAddressPool
$beAddressPool -Probe $healthProbe -Protocol Tcp -FrontendPort 80 -
BackendPort 80

Use front end and back end ports as per your requirement.

9) Create a load balancer entity

Create the load balancer adding all objects (NAT rules, load balancer rules, probe configurations) to‑
gether.

1 $NRPLB = New-AzureRmLoadBalancer -ResourceGroupName $rgname -Name "
InternalLB" -Location $locName -FrontendIpConfiguration $frontendIP
-InboundNatRule $inboundNATRule1,$inboundNatRule2 -LoadBalancingRule
$lbrule -BackendAddressPool $beAddressPool -Probe $healthProbe

10) Create a NIC

Create two NICs and associate each NIC with each Citrix ADC VPX instance

1 $backendnic1= New-AzureRmNetworkInterface -ResourceGroupName $rgName -
Name lb-nic1-be -Location $locName -PrivateIpAddress 10.0.2.6 -
Subnet $backendSubnet -LoadBalancerBackendAddressPool $nrplb.
BackendAddressPools\[0\] -LoadBalancerInboundNatRule $nrplb.
InboundNatRules\[0\]

This NIC is for Citrix ADC VPX 1. The Private IP should be in same subnet as that of subnet added.

1 $backendnic2= New-AzureRmNetworkInterface -ResourceGroupName $rgName -
Name lb-nic2-be -Location $locName -PrivateIpAddress 10.0.2.7 -
Subnet $backendSubnet -LoadBalancerBackendAddressPool $nrplb.
BackendAddressPools\[0\] -LoadBalancerInboundNatRule $nrplb.
InboundNatRules\[1\].

This NIC is for Citrix ADC VPX 2.The parameter Private IPAddress can have any private IP as per your
requirement.

11) Create Citrix ADC VPX instances

Create two VPX instances part of same resource group and availability set and attach it to the internal
load balancer.
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a) Citrix ADC VPX instance 1

For example:

1 $vmName="VPX1"
2
3 $vmSize="Standard\_A3"
4
5 $avSet=Get-AzureRmAvailabilitySet -Name $avName -ResourceGroupName

$rgName
6
7 $vm1=New-AzureRmVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avset.Id
8
9 $cred=Get-Credential -Message "Type Credentials which will be used to

login to VPX instance"
10
11 $vm1=Set-AzureRmVMOperatingSystem -VM $vm1 -Linux -ComputerName $vmName

-Credential $cred -Verbose
12
13 $vm1=Set-AzureRmVMSourceImage -VM $vm1 -PublisherName $pubName -Offer

$offerName -Skus $skuName -Version "latest"
14
15 $vm1=Add-AzureRmVMNetworkInterface -VM $vm1 -Id $backendnic1.Id
16
17 $diskName="dynamic"
18
19 $storageAcc=Get-AzureRmStorageAccount -ResourceGroupName $rgName -Name

$saName
20
21 $osDiskUri1=$storageAcc.PrimaryEndpoints.Blob.ToString() + "vhds1/" +

$diskName  + ".vhd"
22
23 $vm1=Set-AzureRmVMOSDisk -VM $vm1 -Name $diskName -VhdUri $osDiskUri1 -

CreateOption fromImage
24
25 Set-AzureRmVMPlan -VM $vm1 -Publisher $pubName -Product $offerName -

Name $skuName
26
27 New-AzureRmVM -ResourceGroupName $rgName -Location $locName -VM $vm1

b) Citrix ADC VPX instance 2

For example:

1 $vmName="VPX2"
2
3 $vmSize="Standard\_A3"
4
5 $avSet=Get-AzureRmAvailabilitySet -Name $avName -ResourceGroupName

$rgName
6
7 $vm2=New-AzureRmVMConfig -VMName $vmName -VMSize $vmSize -

AvailabilitySetId $avset.Id
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8
9 $cred=Get-Credential -Message " Type Credentials which will be used to

login to VPX instance "
10
11 $vm2=Set-AzureRmVMOperatingSystem -VM $vm2 -Linux -ComputerName $vmName

-Credential $cred -Verbose
12
13 $vm2=Set-AzureRmVMSourceImage -VM $vm2 -PublisherName $pubName -Offer

$offerName -Skus $skuName -Version "latest"
14
15 $vm2=Add-AzureRmVMNetworkInterface -VM $vm2 -Id $backendnic2.Id
16
17 $diskName="dynamic"
18
19 $storageAcc=Get-AzureRmStorageAccount -ResourceGroupName $rgName -Name

$saName
20
21 $osDiskUri1=$storageAcc.PrimaryEndpoints.Blob.ToString() + "vhds2/" +

$diskName  + ".vhd"
22
23 $vm2=Set-AzureRmVMOSDisk -VM $vm2 -Name $diskName -VhdUri $osDiskUri1 -

CreateOption fromImage
24
25 Set-AzureRmVMPlan -VM $vm2 -Publisher $pubName -Product $offerName -

Name $skuName
26
27 New-AzureRmVM -ResourceGroupName $rgName -Location $locName -VM $vm2

12) Configure the virtual machines

When both the Citrix ADC VPX instances start, then connect to both Citrix ADC VPX instances using the
SSH protocol to configure the virtual machines.

a) Active‑Active: Run the same set of configuration commands on the command line of both the
Citrix ADC VPX instances.

b) Active‑Passive: Run this command on the command line of both the Citrix ADC VPX instances.

add ha node #nodeID <nsip of other Citrix ADC VPX>

In Active‑Passive mode, run configuration commands on the primary node only.

Azure FAQs

November 12, 2024

• Is the upgrade procedure of Citrix ADC VPX instance installed from Azure Marketplace dif‑
ferent from the on‑premises upgrade procedure?
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No. You can upgrade your Citrix ADC VPX instance in the Microsoft Azure cloud to Citrix ADC
VPX release 11.1 or later, using standard Citrix ADC VPX upgrade procedures. You can upgrade
either using GUI or CLI procedures. For any new installations, use the Citrix ADC VPX image for
Microsoft Azure cloud.

Todownload theCitrix ADCVPXupgradebuilds, go toCitrixDownloads >Citrix ADCFirmware.

• How to correct MAC moves and interface mutes observed on Citrix ADC VPX instances
hosted on Azure?

In Azure Multi‑NIC environment, by default, all data interfaces might show MAC moves and in‑
terface mutes. To avoid MAC moves and interface mutes on Azure environments, Citrix recom‑
mends you to create a VLAN per data interface (without tag) of the ADC VPX instance and bind
the primary IP of the NIC in Azure.

For more information, see CTX224626 article.

Deploy a Citrix ADC VPX instance on Google Cloud Platform

November 13, 2024

You can deploy a Citrix ADC VPX instance on Google Cloud Platform (GCP). A VPX instance in GCP en‑
ables you to take advantage of GCP cloud computing capabilities and use Citrix load balancing and
traffic management features for your business needs. You can deploy VPX instances in GCP as stand‑
alone instances. Both single NIC andmulti NIC configurations are supported.

Note:

VPX high availability deployment is not yet supported on GCP.

Supported features

A VPX instance running in GCP supports the following features:

• Load Balancing
• ICA Proxy
• Content Switching
• AAA
• Rewrite
• Responder
• RDP Proxy
• nFactor
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• LDAP
• VPN (CVPN/Full)
• GSLB

Limitation

• IPv6 is not supported

Hardware requirements

VPX instance in GCPmust have minimum of 2 vCPUs and 4 GB RAM.

Prerequisites

1. Install the “gcloud”utility on your device. You can find the utility at this link: https://cloud.go
ogle.com/sdk/install

2. Download the NSVPX‑GCP image from the Citrix download site.

3. Upload the file(for example, NSVPX‑GCP‑12.1‑50.9_nc_64.tar.gz) to a storage bucket on Google
by following the steps given at https://cloud.google.com/storage/docs/uploading‑objects.

4. Run the following command on the gcloud utility to create an image.

1 gcloud compute images create <IMAGE_NAME> --source-uri=gs://<
STORAGE_BUCKET_NAME>/<FILE_NAME>.tar.gz --guest-os-features=
MULTI_IP_SUBNET

It might take amoment for the image to be created. After the image is created, it appears under Com‑
pute > Compute Engine in the GCP console.
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Points to note

Consider the following GCP‑specific points before you begin your deployment.

• After creating the instance, you cannot add or remove any network interfaces.
• For amulti‑NIC deployment, create separate VPC networks for each NIC. One NIC can be associ‑
ated with only one network.

• For a single‑NIC instance the GCP console creates a network by default.
• Minimum 4 VPCUs are required for an instance with more than two network interfaces.
• If IP forwarding is required, youmust enable IP forwarding while creating the instance and con‑
figuring the NIC.

Scenario: deploy amulti‑NIC, multi‑IP standalone VPX instance

This scenario illustrateshowtodeployaCitrix VPX standalone instance inGCP. In this scenario, youcre‑
ate a standalone VPX instance withmultiple NICs. The instance communicates with back‑end servers
(the server farm).

Create three NICs to serve the following purposes.

NIC Purpose Associated with VPC network

NIC 0 Serves management traffic
(Citrix ADC IP)

Management network

NIC 1 Serves client‑side traffic (VIP) Client network

NIC 2 Communicates with back‑end
servers (SNIP)

Back‑end server network

Also, set up the required communication routes between the instance and the back‑end servers, and
between the instance and the external hosts on the public internet.
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Summary of deployment steps

1. Create three VPC networks for three different NICs.
2. Create firewall rules for ports 22, 80, and 443
3. Create an instance with three NICs

Note:

Create instance in the same region where you’ve created the VPC networks.

Create VPC Networks

Create threeVPCnetworks thatwill beassociatedwithmanagementNIC, clientNIC, andserverNIC. To
createaVPCnetwork, logon theGoogle console>Networking>VPCnetwork>CreateVPCNetwork.
Complete the required fields, as shown in the screen capture, and click Create.
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Similarly, create VPC networks for client and server‑side NICs.

Note:

All three VPC networks should be in the same region, which is asia‑east1 in this scenario.

Create firewall rules for ports 22, 80, and 443

Create rules for SSH (port 22), HTTP (port 80), and HTTPS (port 443) for each VPC networks. For more
information about firewall rules, see Firewall Rules Overview.
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Create the VPX instance

1. Log on to the GCP console.

2. Under Compute, hover over Compute Engine, and select Images.

3. Select the image, and click Create Instance.

4. Select an instance with 4 VPCUs, to support multiple NICs.

5. Click the networking option fromManagement, security, disks, networking, sole tenancy to add
the additional NICs.

Note:

Container image is not supported on VPX instances on GCP.

6. Under Networking interfaces, click the edit icon to edit the default NIC. This NIC is the man‑
agement NIC.

7. In the Network interfaces window, under Network, select the VPC network you created for
management NIC.

8. For the management NIC, create a static external IP address. Under the External IP list, click
Create IP address.

9. In theReserve anewstatic IP addresswindow, add a nameanddescription and clickReserve.

10. Click Add network interface to create NICs for client and server‑side traffic.
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After you’ve created all the NICs, click Create to create the VPX instance.
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The instance appears under VM instances.

Use the GCP SSH or the serial console to configure andmanage the VPX instance.

Points to note after you’ve deployed the VPX instance on GCP.

• Log on to the VPX with user name nsroot and instance ID as password.

• After first logon, change the default password.

• For collecting techsupportbundle, run thecommandshell /netscaler/showtech_cloud
.pl instead of the customary show techsupport.

GDM templates to deploy a Citrix ADC VPX instance

You can use a Citrix ADC VPX Google Deployment Manager (GDM) template to deploy a VPX instance
on GCP. For details, see Citrix ADC GDM Templates.

Resources

• Creating Instances with Multiple Network Interfaces

• Creating and Starting a VM Instance

Jumbo frames on Citrix ADC VPX instances

November 21, 2024

Citrix ADC VPX appliances support receiving and transmitting jumbo frames containing up to 9216
bytes of IP data. Jumbo frames can transfer large files more efficiently than it is possible with the
standard IP MTU size of 1500 bytes.
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A Citrix ADC appliance can use jumbo frames in the following deployment scenarios:

• Jumbo to Jumbo: The appliance receives data as jumbo frames and sends it as jumbo frames.
• Non‑Jumbo to Jumbo: The appliance receives data as regular frames and sends it as jumbo
frames.

• Jumbo to Non‑Jumbo: The appliance receives data as jumbo frames and sends it as regular
frames.

For more information, see Configuring Jumbo Frames Support on a Citrix ADC Appliance.

Jumbo Frames support is available on Citrix ADC VPX appliances running on the following virtualiza‑
tion platforms:

• VMware ESX
• Linux‑KVM Platform
• Citrix XenServer
• Amazon Web Services (AWS)

Jumbo frames on VPX appliances works similar to Jumbo frames on MPX appliances. For more infor‑
mation on Jumbo Frames and its use cases, see Configuring Jumbo Frames on MPX appliances. The
use cases of Jumbo Frames on MPX appliances also apply to VPX appliances.

Configure jumbo frames for a VPX instance running on VMware ESX

Perform the following tasks for configuring Jumbo Frames on a Citrix ADC VPX appliance running on
VMware ESX server:

1. Set the MTU of the interface or channel of the VPX appliance to a value in the range 1501‑9000.
Use the CLI or GUI to set the MTU size. Note that Citrix ADC VPX appliances running on VMware
ESX support receiving and transmitting jumbo frames containing up to only 9000 bytes of IP
data.

2. Set the same MTU size on the corresponding physical interfaces of the VMware ESX server by
using its management applications. For more information about setting the MTU size on the
physical interfaces of VMware ESX, see http://vmware.com/.

Configure jumbo frames for a VPX instance running on Linux‑KVM server

Perform the following tasks for configuring Jumbo Frames on a Citrix ADC VPX appliance running on
a Linux‑KVM Server:

1. Set the MTU of the interface or channel of the VPX appliance to a value in the range 1501‑9216.
Use the Citrix ADC VPX CLI or GUI to set the MTU size.
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2. Set the sameMTU size on the corresponding physical interfaces of a Linux‑KVM Server by using
itsmanagement applications. Formore information about setting the MTU size on the physical
interfaces of Linux‑KVM, see http://www.linux‑kvm.org/.

Configure jumbo frames for a VPX instance running on Citrix XenServer

Perform the following tasks to configure jumbo frames on a Citrix ADC VPX appliance running onCitrix
XenServer:

1. Connect to the XenServer using XenCenter.
2. Shut down all the VPX instances that use the Networks for which the MTUmust be changed.
3. On theNetworking tab, select the network ‑ network 0/1/2.
4. Select Properties and edit MTU.

After configuring jumbo frames on the XenServer, you can configure the jumbo frames on the ADC ap‑
pliance. For more information, see Configuring Jumbo Frames Support on a Citrix ADC Appliance.

Configure jumbo frames for a VPX instance running on AWS

Host‑level configuration is not required for VPX on Azure. To configure Jumbo Frames on VPX, follow
the steps given in Configuring Jumbo Frames Support on a Citrix ADC Appliance.

http://www.linux-kvm.org/
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